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Abstract 

 

The optimal feature selection has been done using ICA and significant feature 

processing applied to human brain MR images. Implementation in MR image 

segmentation has been studied significantly with kmeans and fuzzy c –means 

algorithm using MATLAB 2009a. The input to the kmeans algorithm and 

fuzzy c-means algorithm is the final feature image obtained by processing the 

outputs of Gabor wavelets and the number of desired classes in which the 

input image must be segmented. The result obtained from the clustering 

algorithm is the tumor region delineated from the unaffected brain tissue. Both 

ICA as well as significant feature processing gives the resultant feature image 

that contains the tumor and edema highlighted from the surrounding brain 

tissue. It has been observed that both methods are effective even in the 

presence of complex structures. ICA provides an effect that is similar to 

smoothing of the images resulting in absolute segmentation. The statistical 

method provides sharp segmentation results.  

Clustering, magnetic resonance image, independent component analysis, 

significant feature processing, kmeans, fuzzy c-means. 

 

 

Introduction 
Image segmentation aims to cluster pixels into salient image regions i.e., regions 

corresponding to individual surfaces, objects or natural parts of objects. It is an 

especially important operation in biomedical image processing since it is used to 

isolate physiological and biological structures of interest. A well-known segmentation 

problem within MRI is the task of labeling voxels according to their tissue type which 

includes white matter, gray matter, cerebrospinal fluid, and sometimes pathological 
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tissues like tumor etc. Computer-aided detection of abnormal growth of tissues is 

primarily motivated by the necessity of achieving maximum possible accuracy [1]. 

From the viewpoint of exploratory data analysis, segmentation can be formulated as a 

classification problem in which pixels or small image patches are classified based on 

local image feature information. A crucial problem in image segmentation is to select 

and extract image features. MR images of tissues contain a lot of microscopic 

information that may not be assessed visually, and texture analysis provides the 

means for obtaining this information [2].  

 Texture is an image feature that corresponds to both brightness value and pixel 

locations. Texture features are mathematical patterns which are obtained by applying 

texture analysis methods. These are used to discriminate the different textures present 

in images. The extracted image features often contain irrelevant or redundant features 

that can complicate the classification process. Even if the set of feature images 

contain the features that are sufficient for correct classification, due to the size of the 

feature vector, or dimension of the feature space, a wrong prediction is made. 

Therefore, one of the primary concerns of classification is the reduction of the 

dimensionality of feature space retaining the features that are significant to the 

classification process and ignoring the remaining features. Such a type of redundant 

information analysis is rarely reported in MR image segmentation [3]. 

 In this research, Independent component analysis (ICA) has been employed to 

reduce the dimensionality of the feature space and to extract image features. ICA 

involves finding a linear representation of nongaussian so that the components are 

statistically independent or maximally independent as possible. Such a representation 

seems to capture the essential structure of the data in many applications including 

feature extraction and signal separation [4]. ICA is a technique that exploits higher-

order statistical structure in the data. ICA generalizes PCA, and like PCA, has proven 

a useful tool for finding structure in data. 

 This paper proposes an ICA-based feature extraction method which reduces the 

dimensionality of the feature space and compresses redundant information without 

degrading classifier performance. At the same time, reduction of dimensionality of 

feature space has also been also achieved by a newly proposed statistical method that 

delivers results that are at par with those provided by ICA.  

 The classification is done using kmeans and fuzzy c-means algorithms. 

Simulations have been done in MATLAB 2009a. The feature vector is obtained by the 

application of Gabor wavelets to the wavelet coefficients acquired by applying 

undecimated wavelets to the MR images [5]. The region with the highest intensity in 

the tumor has been labeled as the darkest in the kmeans algorithm. For fuzzy c-means, 

the candidate pixels showing the greatest tendency of belonging to the particular class 

are highlighted with the darkest colors. The efficacy of both methods is verified for 

MR images containing tumors. In fuzzy c-means clustering, at every level of 

decomposition, the tumor has been perfectly segmented out showing its presence as 

an object at all levels of approximation which is definite advantage over kmeans 

clustering algorithm.  

 Both methods of reducing dimensionality of feature vectors work well even in the 

presence of complex structures. ICA provides an effect that is similar to smoothing of 
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the images which results in absolute segmentation. The statistical method provides 

sharp segmentation results that are presented in section 6. The Gabor wavelets 

implemented are presented in section 2. 

 

 

Gabor Wavelets 
The efficient segmentation of tumor mass from the MRI images is achieved by a 

multi-channel filtering approach of texture analysis. The 2D spatial functions 

proposed by Daugman are local spatial bandpass filters that achieve the theoretical 

limit for conjoint resolution of information in the 2D spatial and 2D Fourier domains 

[6]. The original Gabor elementary functions, in the form proposed by Gabor [7] are 

generated with a fixed Gaussian, while the frequency of the modulating wave varies.  

 A signal can be encoded by its projection onto these elementary functions. This 

decomposition is equivalent to the Gaussian – windowed Fourier transform.  

However, from recent neurophysiological evidence [8], it is evident that the spatial 

structure of the receptive fields of simple cells having different sizes is virtually 

invariant. It has been proposed [9], that an ensemble of simple cells is best modeled as 

a family of 2D Gabor wavelets sampling the frequency domain in a log-polar manner. 

A particular Gabor elementary function can be used as a mother wavelet to generate a 

whole family of Gabor wavelets.  

 

We consider the following 2D family of Gabor wavelets as shown in equation 1. 

𝜓(𝑥, 𝑦, 𝜔0, 𝜃) =

𝜔0

√2𝜋𝜅
𝑒

−
𝜔0

2

8𝜅2(4(𝑥 cos 𝜃+𝑦 sin 𝜃)2+(−𝑥 sin 𝜃+𝑦 cos 𝜃)2)∙[𝑒𝑗(𝜔0𝑥 cos 𝜃+𝜔0𝑦 sin 𝜃)−𝑒
−

𝜅2

2 ]

  (1) 

 

 Here, 𝜔0 is the radial frequency in radians per unit length, and 𝜃 is the wavelet 

orientation in radians. The Gabor wavelet is centered at (𝑥 = 0, 𝑦 = 0) and the 

normalization factor is such that 〈𝜓, 𝜓〉 = 1, i.e., normalized by 𝐿2 norm, 𝜅 is a 

constant, with 𝜅 = 𝜋 for a frequency bandwidth of one octave and 𝜅 = 2.5 for a 

frequency bandwidth of 1.5 octaves. In our algorithm, we have used Gabor wavelets 

with 𝜅 = 𝜋. The filter center frequency is determined by the method described in [10 

– 11].  

 The Gabor wavelet filter bank implemented contains forty filters resulting in forty 

filter outputs. These forty feature images must be processed to obtain a single feature 

image that can be given as an input to the clustering algorithms to produce the final 

segmented result. In this paper, two methods are proposed to reduce the 

dimensionality of feature space and for compression of redundant information without 

degrading classifier performance. One method uses ICA to obtain a single feature 

image from the set of feature images and second one is based on image statistics. 

 

 

Independent Component Analysis 
Independent Component Analysis (ICA) attempts to linearly transform the data so as 
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obtain statistically independent components. There has been a considerable amount of 

research on algorithms for performing ICA. But Hyvarinen’s fast and robust fixed-

point algorithm is the most popular algorithm because of its better performance. 

Assume the set of features, 𝑋 = [𝑥1, 𝑥2, … , 𝑥𝑛], where column vector 𝑥𝑖 represents a 

sample and the total number of samples is N. The general model of ICA can be 

described as follows, 

 𝑋 = 𝐴𝑆   (2) 

 

 Where, 𝑆 = [𝑠1, 𝑠2, … , 𝑠𝑛] is the mutually independent source signal. A is a square 

mixing matrix and its column vectors are basis functions. The ICA is to find a 

separating matrix W, so that 𝑌 = 𝑊𝑆, approximates the independent source signal S, 

possibly permuted and rescaled while assuming as little as possible about the natures 

of A and the component original signal S. To solve this problem, the key assumption 

used in ICA is that the original signals S are as statistically independent as possible. 

 Hyvarinen’s Fast and Robust Fixed-point learning algorithms for W can be 

summarized as follows: 

 

 Choose an initial (e.g., random) weight vector w 

 𝑤+ = {𝑥𝑔(𝑤𝑇𝑥)} − 𝐸{𝑔′(𝑤𝑇𝑥)}𝑤 (3) 

 

 Let 𝑤 =
𝑤+

‖𝑤+‖
 

 If not converged, go back to 2) 

 Where 𝑔(𝑥) would be either, 

 𝑔1(𝑥) = tanh(𝑎1𝑥) (4) 

 

or 

 𝑔2(𝑥) =  𝑥. exp (
−𝑥2

2
) (5) 

 

 For most of the ICA algorithms, a preprocessing algorithm known as whitening or 

sphering is required. The transformed data is zero-mean, decorrelated data. 

 𝑊𝑝𝐸{𝑋𝑋𝑇}𝑊𝑝
𝑇 = 𝐼  (6) 

 

 Where I is the identity matrix. Independent Component Analysis is employed to 

extract image features, which are mutually independent or as independent as possible 

described in section 4. 

 

 

Optimal Feature Selection 
The feature images displaying the largest variance are selected out of the forty Gabor 

filtered outputs by using a simple peak finding algorithm. These selected images are 

then given as inputs to ICA as a matrix of size 𝑀 × 𝑁 with each row of the matrix 

consisting of the selected image. The result obtained from ICA is a single image in 

which the tumor and edema region are highlighted from the surrounding brain tissue. 
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Thus, instead of processing forty filter outputs only one feature image containing the 

relevant regions highlighted is obtained. This feature image is given as an input to the 

clustering algorithms. Thus, optimal feature selection is achieved using ICA for 

dimensionality reduction of feature vector.  

 In significant feature processing method, the second to fourth central moments, 

entropy and coefficients of variation for all the Gabor outputs at all levels of 

decomposition are computed. The peaks within the array of feature vector are then 

determined using a simple peak-finding algorithm. The images satisfying this 

criterion are further compared to obtain the minimum values from each image. 

Finally, this image consisting of the collected minimum values is given as an input to 

kmeans and fuzzy c-means clustering algorithm. The results of the clustering 

algorithms are the final segmented image. 

 

 

Clustering 
Clustering or Cluster analysis is the assignment of a set of observations into subsets 

(called clusters) so that observations in the same cluster are similar in some sense 

[12]. Clustering algorithms partition data objects (patterns, entities, instances, 

observations, units) into a certain number of clusters (groups, subsets, or categories) 

[13]. Several definitions of clustering have been summarized in [14] and are as 

follows: 

 A cluster is “an aggregate of points in the test space such that the distance 

between any two points in the cluster is less than the distance between any point in the 

cluster and any point not in it.”, “Clusters may be described as continuous regions of 

this space (d-dimensional feature space) containing a relatively high density of points, 

separated from other such regions by regions containing a relatively low density of 

points.” Clustering is also referred as unsupervised classification or exploratory data 

analysis. No labeled data are available [15], [16] in clustering. The goal of clustering 

is to separate a finite, unlabeled data set into a finite and discrete set of “ natural, ” 

hidden data structures, rather than to provide an accurate characterization of 

unobserved samples generated from the same probability distribution [17], [18]. It is 

clear from the above discussion that a direct reason for unsupervised clustering comes 

from the requirement of exploring the unknown natures of the data that are integrated 

with little or no prior information. Sometimes, the process of labeling data samples 

may become extremely expensive and time consuming, which also makes clustering a 

good choice considering the great savings in both cost and time. In addition, cluster 

analysis provides a compressed representation of the data and is useful in large - scale 

data analysis. 

 Kmeans is one of the most popular and well-known clustering algorithms [19], 

[20], [21] also known as Isodata or c-means algorithm. It can be viewed as a special 

case of the generalized hard clustering algorithmic scheme when point representatives 

are used and the squared Euclidean distance is adopted to measure the dissimilarity 

between vectors xi and cluster representatives 𝜃𝑗 . 

 Fuzzy c-means clustering algorithm is a method that is frequently used in pattern 

recognition. It has the advantage of giving good modeling results in many cases, 
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although it is not capable of specifying the cluster by itself. Fuzzy c-means is a 

method of clustering which allows one piece of data to belong to two or more clusters. 

The reason of using fuzzy models is that formulated problem may not be easier to 

solve computationally. The difficulty associated with probabilistic algorithm is the 

involvement of the pdf’s, for which a suitable model has to be assumed [13]. 

 A fuzzy clustering of the data set X into the m clusters is as follows: 

 A fuzzy m-clustering of data set X is defined by a set of functions 𝑢𝑗: 𝑋 → 𝐴, 𝑗 =

1, … … , 𝑚,  where  A = [0, 1]. In the case where A = {0, 1}, a hard m-clustering of X 

has been defined. In this case, each vector belongs exclusively to a single cluster. It 

has been assumed that the number of clusters as well as their shape is known a priori. 

 𝜃𝑗  is the parameterized representative of the j-th cluster, 𝜃 = [𝜃1
𝑇 , … … , 𝜃𝑚

𝑇 ]𝑇, U is 

an N × m matrix whose (i, j) element equals uj(xj), d(xj,  θ j) is the dissimilarity 

between xi and 𝜃𝑗, and q (> 1) is a parameter called a fuzzifier.  Most of the well-

known fuzzy clustering algorithms are those derived by minimizing a cost function of 

the form, 

 𝐽𝑞(𝜃, 𝑈) =  ∑ ∑ 𝑢𝑖𝑗
𝑞𝑚

𝑗=1
𝑁
𝑖=1 𝑑(𝑥𝑖, 𝜃𝑗)  (7) 

 

 With respect to θ and U, subject to the constraints 

 ∑ 𝑢𝑖𝑗 = 1,          𝑖 = 1, … , 𝑁𝑚
𝑗=1                (8) 

 

 Where 

 uij ϵ [0,1],         i = 1, … , N,         j = 1, … , m  (9) 

 0 <  ∑ 𝑢𝑖𝑗 < 𝑁,         𝑗 = 1, 2, … , 𝑚𝑁
𝑖=1    

   (10) 

 

 The grade of membership of xi in the j-th cluster is related to the grade of 

membership of xi to the rest m – 1 clusters through eq. Different values of q in eq. bias 

Jq(θ, U) toward either the fuzzy or the hard clusterings. More specifically, for fixed θ, 

if q = 1, no fuzzy clustering is better than the best hard clustering in terms of 𝐽𝑞(𝜃, 𝑈). 

However, if q > 1, there are cases in which fuzzy clustering lead to lower value of 

Jq(θ, U) than the best hard clustering. 

 Fuzzy clustering algorithm has been implemented. The generalized fuzzy 

algorithmic scheme is presented below. The algorithm begins with a initial estimate 

for 𝜃𝑗 . The parameter updating has been estimated using equation (10). The results are 

calculated until a termination criterion is satisfied. 

 

 

Experimental Results 
Study of detection of tumor in human brain has been done with the help of T2-

weighted MRI image [23] showing metastatic bronchogenic carcinoma. The MR 

image is showing the axial section of the human brain. The MR image that has been 

selected for analysis exhibits a diffuse structure in the left occipital lobe. Due to 

complexity of diffuse structure it is difficult to differentiate the pathological tissue 
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from normal tissue.  

 The brain image in fig. 1 shows a large mass with surrounding edema, and 

compression of adjacent mid-brain structures. The MR demonstrates the tumor as an 

area of high signal intensity on T2-weighted images in a large left temporal region. 

Also, the T2-weighted image shows the left hemisphere to be greatly swollen. The 

thorough analysis of given image has been performed with kmeans algorithm with 

MATLAB 2010b. Various observations have been made. These are discussed as 

follows. 

 The kmeans clustered output of fig. 2 is obtained from the feature image that is a 

result of the selective feature processing algorithm. The tumor region is clearly 

segmented out from the surrounding edema. Even though, the edema is diffuse from 

the surrounding brain tissue, it is captured in the final segmentation. Fig. 3 is showing 

the kmeans clustered result obtained from the feature image obtained from ICA. The 

result obtained from ICA is smooth as compared to that from significant feature 

processing. 

 
 

Figure 1: Original Image. 

 

 
 

Figure 2: Kmeans clustered image of feature image obtained from significant feature 

processing 
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Figure 3: Kmeans clustered image of feature image obtained from ICA 

 

 

 The results of applying fuzzy c-means clustering to the MR image of fig. 1 

showing metastatic bronchogenic carcinoma are presented in figures 4 and 5. Fig. 4 is 

showing the fuzzy c-means clustered output by giving the feature image obtained 

from significant feature processing and fig. 5 is showing the clustered output obtained 

from the feature image that is a result of ICA. The clustering result from significant 

feature processing shows the tumor region with sharp features. Fig. 5 shows tumor 

region as a smooth region as compared to fig. 4. Both results show the tumor region 

clearly segmented out from the surrounding brain tissue. 

 

 

 
 

Figure 4: Fuzzy c-means clustered image obtained from feature image from 

significant feature processing 

 

KMEANS CLUSTERED

50 100 150 200 250 300 350 400 450 500

50

100

150

200

250

300

350

400

450

500

50 100 150 200 250 300 350 400 450 500

50

100

150

200

250

300

350

400

450

500



Optimal Feature Selection using Independent Component Analysis 443 

 

 

 
 

Figure 5: Fuzzy c-means clustered image obtained from feature image from ICA 

 

 

 Rigorous analysis of the optimal feature selection schemes along with clustering 

has been thoroughly analyzed and well explained in [24]. Instead of using the blob 

detector popularly used in texture segmentation methods the proposed techniques give 

accurate segmentation results. 

 

 

Conclusion 
Optimal selection of features done using ICA and significant feature processing gives 

good segmentation results. The output of the clustering algorithm is a delineation of 

tumor region from the unaffected brain tissue. Applying the expectation-maximization 

algorithm directly to the MR image of human brain does not provide satisfactory 

results. Same is the case with fuzzy c-means clustering. The feature image obtained 

by dimensionality reduction has the tumor region and its surrounding edema 

highlighted thus enhancing the performance of the clustering algorithms. As the 

outputs of the clustering algorithms show, the tumor region is clearly segmented out 

in the MR image. Comparison of the results from ICA and significant feature 

processing show that ICA produces smoother results as compared to significant 

feature processing. 
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