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Abstract

The survival analysis is a powerful statistical methodology widely used in the medical research. In this paper, regression analyses are carried out for real survival data problems with censoring mechanisms only. The main subject of this paper is the Bayesian analysis of survival data using two parameter Lomax and three parameter exponential Lomax distribution. The Bayesian approach is implemented with R and appropriate illustrations are also made.
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1. INTRODUCTION

The Lomax distribution was first proposed by Lomax (1954). This distribution has been quite widely applied in a variety of fields such as actuarial science, medical and biological sciences, engineering, lifetime and reliability modeling (Hasan and Al-Ghamdi, 2009), although it was introduced originally for modeling business failure data. Furthermore, the data obtained from size distribution of computer files on servers (Holland et. al, 2006), income and wealth (Harris, 1968), receiver operating characteristic (ROC) curve analysis (Campbell, 1993), firm size (Corbellihi et. al, 2007) and Hirsch related statistics (Glazel, 2008) have been used for modeling using Lomax distribution. In the lifetime models, the Lomax model belongs to the family of decreasing failure rate by Chahkandi and Ganjali (2009). Many authors constructed generalizations of Lomax distribution. For example, Abdul-Moniem and Abdel-Hameed (2012) studied exponential Lomax (EL), Marshall-Olkin extended-Lomax (MOEL) by Ghitany et. al (2007) and Gupta et. Al (2010), beta-Lomax (BL), Kumaraswamy-Lomax (KwL), McDonald-Lomax (McL) by Lemonte and Cordeiro
Many authors have worked on the estimation of Lomax distribution. The model exponential Lomax is introduced recently in the literature in classical approach. This paper includes the Bayesian modeling and illustration of these two distributions using real survival data. In several pragmatic conditions, it could be noticed that the non-Bayesian analysis of such type of distributions is not an easy job, whereas it can be handled very effectively in a Bayesian scenario. Consequently, for the purpose of Bayesian analysis of Lomax and exponential Lomax survival models, the two most far-reaching techniques, that is, optimization and simulation method are implemented using LaplacesDemon package of Statisticat LLC (2015). This package facilitates high dimensional Bayesian inference, posing as its own intellect that have potential of impressive analysis, which is written entirely in R (R Core Team, 2015) aura and has an exceptional provision for user defined probability model.

2. THE LOMAX MODEL

A random variable T has the Lomax distribution with two parameters \( \alpha \) and \( \lambda \), if it has probability density function (pdf) (for \( T > 0 \)) given by

\[
f(t; \alpha, \lambda) = \frac{\alpha}{\lambda} \left(1 + \frac{t}{\lambda}\right)^{-(\alpha+1)}
\]

(2.1)

cumulative distribution function (cdf),

\[
F(t; \alpha, \lambda) = 1 - \left(1 + \frac{t}{\lambda}\right)^{-\alpha}
\]

(2.2)

survival function,

\[
S(t; \alpha, \lambda) = \left(1 + \frac{t}{\lambda}\right)^{-\alpha}
\]

(2.3)

hazard function,

\[
h(t; \alpha, \lambda) = \frac{\alpha}{\lambda} \left[1 + \frac{t}{\lambda}\right]^{-1}
\]

(2.4)

2.1. Construction of joint posterior distribution for Lomax model

Suppose that there are \( n \) subjects under study, and that associated with the \( ith \) individual is a survival time \( t_i \) and a censoring time \( c_i \) generated by Lomax distribution with parameters \( \alpha \) and \( \lambda \). The \( t's \) are assumed to be independent and identically
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distributed with density $f(t)$ and survival function $S(t)$. The exact survival time $t_i$ of an individual will be observed only if $t_i \leq t_c$. The data in this framework can be represented by the $n$ pairs of random variables $(y_i, \delta_i)$, where

$$y_i = \min(t_i, t_c)$$

$$\delta_i = \begin{cases} 1 & \text{if } t_i \leq t_c \\ 0 & \text{otherwise} \end{cases}$$

Assuming a non-informative censoring mechanism, Lawless (2003), the likelihood and log-likelihood functions of Lomax distribution are given in Equation 2.6 and 2.7, respectively, by the following equation:

$$L \propto \prod_{i=1}^{n} \left[ f(y_i) \right] \left[ S(t_c) \right]^{-\delta_i} \tag{2.5}$$

Using Equation 2.1 and 2.3, the likelihood function is given by,

$$L(y; \alpha, \lambda) \propto \prod_{i=1}^{n} \left\{ \frac{\alpha}{\lambda} \left(1 + \frac{y_i}{\lambda} \right)^{-\alpha} \right\} \left\{ \left(1 + \frac{t_c}{\lambda} \right)^{-\alpha} \right\}^{-\delta_i} \tag{2.6}$$

After taking logarithm both side, we have

$$\log L(y; \alpha, \lambda) \propto \sum_{i=1}^{n} \left\{ \delta_i \log \left\{ \frac{\alpha}{\lambda} \left(1 + \frac{y_i}{\lambda} \right)^{-\alpha} \right\} + (1 - \delta_i) \log \left\{ \left(1 + \frac{t_c}{\lambda} \right)^{-\alpha} \right\} \right\} \tag{2.7}$$

Considering weak-informative priors for the parameters of Lomax distribution. The prior assigned for parameter $\alpha$ is half-cauchy,

$$\alpha \sim \text{half-Cauchy}(\sigma)$$

Which gives,

$$p(\alpha) = \frac{2\sigma}{\pi(\alpha^2 + \sigma^2)} \tag{2.8}$$

For the parameter $\lambda > 0$, a log-link function is used,

$$\log(\lambda) = X\beta$$

where, $\beta$ is the vector of regression coefficient and can take any value on the real line, and $X$ is the model matrix, or, equivalently,

$$\lambda = e^{X\beta}$$
For regression coefficient $\beta$, a normal prior distribution is assigned with parameter 0 and standard deviation 1000, that is,

$$\beta_j \sim N(0, 1000) \quad (2.9)$$

Following Equation 2.7, 2.8 and 2.9 and using Bayes theorem, the joint posterior distribution is given as,

$$p(\alpha, \beta \mid y, X) = \prod_{i=1}^{n} \left[ \frac{\alpha}{e^{x_i \beta}} \left(1 + \frac{y_i}{e^{x_i \beta}}\right)^{-(\alpha+1)} \right]^{\delta_i} \left[ \left(1 + \frac{t_i}{e^{x_i \beta}}\right)^{-\alpha} \right]^{(1-\delta_i)} \cdot \frac{2\sigma}{\pi(\alpha^2 + \sigma^2)}.$$\hspace{1cm} (2.10)

Thus, marginal posterior of $\alpha$

$$p(\alpha \mid y, X) = \int_{-\infty}^{\infty} p(\alpha, \beta \mid y, X) d\beta \quad (2.11)$$

and marginal posterior of $\beta$

$$p(\beta \mid y, X) = \int_{0}^{\infty} p(\alpha, \beta \mid y, X) d\alpha \quad (2.12)$$

3. THE EXPONENTIAL LOMAX MODEL

A generalization to the Lomax distribution was suggested by (Abdul-Moniem, Abdel-Hameed, 2012) using Lehmann alternative type I proposed by Gupta et al. (1998). The three parameter EL pdf (for $t > 0$) is defined by

$$f(t; v, \alpha, \lambda) = \frac{v\alpha}{\lambda} \left(1 + \frac{t}{\lambda}\right)^{-(\alpha+1)} \left[1 - \left(1 + \frac{t}{\lambda}\right)^{-\alpha}\right]^{v-1} \quad (3.1)$$

Cumulative distribution function (cdf),

$$F(t; v, \alpha, \lambda) = \left[1 - \left(1 + \frac{t}{\lambda}\right)^{-\alpha}\right]^{v} \quad (3.2)$$

Survival function,

$$s(t; v, \alpha, \lambda) = 1 - \left[1 - \left(1 + \frac{t}{\lambda}\right)^{-\alpha}\right]^{v} \quad (3.3)$$
Hazard function,

\[ h(t; \nu, \alpha, \lambda) = \frac{\nu \alpha \left(1 + \frac{t}{\lambda}\right)^{-(\alpha+1)} \left(1 - \left(1 + \frac{t}{\lambda}\right)^{-\alpha}\right)}{\left(1 - \left(1 + \frac{t}{\lambda}\right)^{-\nu}\right)^{\nu-1}} \]  

(3.4)

The joint posterior distribution of exponential Lomax distribution is,

\[ p(\nu, \alpha, \beta \mid y, X) = \prod_{i=1}^{n} \left\{ \frac{\nu \alpha \left(1 + \frac{y_i}{\nu \beta e^{\alpha \nu}}\right)^{-(\alpha+1)} \left(1 - \left(1 + \frac{y_i}{\nu \beta e^{\alpha \nu}}\right)^{-\alpha}\right)}{\left(1 - \left(1 + \frac{y_i}{\nu \beta e^{\alpha \nu}}\right)^{-\nu}\right)^{\nu-1}} \right\}^{\delta} \left\{ 1 - \left(1 + \frac{y_i}{\nu \beta e^{\alpha \nu}}\right)^{-\alpha}\right\}^{1-\delta} \]  

(3.5)

Thus, marginal posterior of \( \alpha \)

\[ p(\alpha \mid y, X) = \int_{0}^{\infty} \int_{0}^{\infty} p(\nu, \alpha, \beta \mid y, X) d\beta d\nu, \]  

(3.6)

Marginal posterior of \( \beta \)

\[ p(\beta \mid y, X) = \int_{0}^{\infty} \int_{0}^{\infty} p(\alpha, \nu, \beta \mid y, X) d\alpha d\nu, \]  

(3.7)

Marginal posterior of \( \nu \)

\[ p(\nu \mid y, X) = \int_{0}^{\infty} \int_{0}^{\infty} p(\alpha, \nu, \beta \mid y, X) d\beta d\alpha \]  

(3.8)

Since, Lomax and exponential Lomax contain two and three parameters respectively; hence, the evaluation of the joint posterior density which contains censoring mechanism also, will become a very difficult job. Consequently, some rigorous computational methods are required to solve the problem. To keep this in mind Tierney and Kadane (1986) suggested the use of Laplace approximation method. The Laplace approximation is a family of asymptotic techniques used to approximate integrals (Statistica LLC 2015).

4. LAPLACE APPROXIMATION

Laplace approximation technique was originally presented in Laplace 1774 (reprinted Stigler 1986); the most frequently cited paper on the subject is the rather more recent one by Tierney and Kadane (1986). Laplace Approximation dates back to Laplace (1774, 1814), and is used to approximate the posterior moments of integrals. A short and informal description of Laplace approximation method is: Suppose \(-h(\theta)\) is a
smooth, bounded and unimodal function with a maximum at \( \hat{\theta} \) where \( \theta \) is a scalar and we wish to evaluate the integral

\[
I = \int q(\theta) \exp(-nh(\theta)) d\theta, \quad \theta \in \Theta \quad (4.1)
\]

For any pdf that is smooth and well peaked around its point of maxima, Laplace proposed to approximate it by a normal pdf. It's a simple 2-term Taylor expansion trick on the log pdf. If \( \hat{\theta} \) denotes the point of maxima of a pdf \( h(\theta) \), then it is also the point of maxima of the log-pdf \( q(\theta) = \log h(\theta) \) and we can write:

\[
h(\theta) \approx h(\hat{\theta}) + (\theta - \hat{\theta}) h'(\hat{\theta}) + \frac{1}{2} (\theta - \hat{\theta})^2 h''(\hat{\theta}) +........
\]

\[
= h(\hat{\theta}) + 0 + \frac{1}{2} (\theta - \hat{\theta})^2 h''(\hat{\theta}) +........ \quad (4.2)
\]

\[
q(\theta) = q(\hat{\theta}) + \frac{1}{2} (\theta - \hat{\theta})^2 q''(\hat{\theta}) +.....
\]

where \( h''(\hat{\theta}) \) is the Hessian of the log density evaluated at the mode. Now the integral \( I \) can be approximated by

\[
I \approx (2\pi)^{1/2} n^{-1/2} \sigma \exp(-nh(\hat{\theta})) \quad (4.3)
\]

Where \( \sigma = \left[ \frac{\partial^2 h}{\partial \theta^2} \right]^{-1/2} \). Intuitively, if \( \exp[-nh(\theta)] \) is very peaked about \( \hat{\theta} \), then the integral can be well approximated by the behaviour of the integrand near \( \hat{\theta} \). More formally, it can be shown that

\[
I = \hat{I}[1 + O(n^{-1})] \quad (4.4)
\]

One general purpose of optimization algorithm for finding this mode is provided by Newton’s method. Suppose one has guess at the posterior mode \( \theta^0 \). If \( \theta^{t-1} \) is the estimate at the mode at the \( t-1 \) iteration of the algorithm, then the next iteration is given by,

\[
\theta^t = \theta^{t-1} - [h''(\theta^{t-1})]^{-1} h'(\theta^{t-1}) ,
\]

where \( h'(\theta^{t-1}) \) and \( h''(\theta^{t-1}) \) are the gradient and Hessian of the log density evaluated at the current guess at the mode. One continues these iterations until convergence. There are many alternative algorithms available for finding the posterior mode. In this paper Nelder and Mead (1965) method will be used. Since Nelder-Mead is a derivative free method and less sensitive for guess values, it works well in most of the practical situations. So, this method has been used in the paper as an argument for optimization method in LaplaceApproximation function.
5. SURVIVAL DATA: VETERAN'S ADMINISTRATION LUNG CANCER DATA

In this data, males with advanced inoperable lung cancer were randomized to either a standard or test chemotherapy. Only 9 of the 137 survival times were censored. The data is available in survival package and is presented in Kalbeisch and Prentice (1980, 2002). A portion of the data is analyzed by several other authors (Prentice, 1973; Chen et al., 2002; Murphy et al., 1997; Bennett, 1983). In this analysis, the 137 subjects who completed the randomized portion of the trial and for whom complete covariate information was available are considered. Six covariates are available which include treatment, age, tumor cell type (adenocarcinoma, small cell, squamous or large), time between initial diagnosis and enrollment in the trial, Karnofsky performance status, and prior therapy attempted (yes/no).

1. Treatment: 0 = standard, 1 = test.
2. Type of tumor: 1 = squamous, 2 = small cell, 3 = adeno, 4 = large cell.
3. Age in years.
4. Prior therapy: 0 = no, 1 = yes
5. diagtime: Time in months from diagnosis to randomization.
6. Performance status: Karnofsky performance score (100=good).

6. BAYESIAN MODELING OF LOMAX DISTRIBUTION

For Bayesian modeling of Lomax distribution on Veteran's administration lung cancer data involves the following steps:

1. Creation of lung cancer data.
2. Specification of model for Lomax distribution
3. Generation of initial values
4. Fitting of Lomax distribution using LaplaceApproximation function for analytic approximation and then LaplacesDemon function for Markov chain Monte Carlo simulation

By performing the above steps one by one, a complete posterior picture has been obtained by using two methods namely, Nelder-Mead optimization method for analytic approximation and independent Metropolis algorithm for simulation. Implementation has been made by using LaplacesDemon package. These steps would be discussed in the following sections.
6.1. Creation of lung cancer data

For illustrative purpose, a real survival data set called veteran that is provided with the survival package is used. The survival data, called veteran contains six regressor variable i.e celltype, karno, diagtime, age, prior and trt, and its vector have been defined by objects names x1; x2; x3; x4; x5 and x6, respectively, using an extraction operator $.

```r
library(LaplacesDemon)
library(survival)
data(veteran)
y <- veteran$time
x1 <- veteran$karno
x2 <- veteran$celltype
x3 <- veteran$diagtime
x4 <- veteran$age
x5 <- veteran$prior
x6 <- veteran$trt
censor <- veteran$status
N <- 137
X <- cbind(1, x1, x2, x3, x4, x5, x6)
J <- 7
```

$X$ is called the model matrix which contains six columns of regressor variables and a column of 1’s is also inserted into it as an intercept. Here $J = 7$, as $X$ has seven columns.

```r
mon.names <- c("LP","shape")
parm.names <- as.parm.names(list(beta=rep(0,J),log.shape=0))
MyData <- list(J=J,X=X,mon.names=mon.names,parm.names=parm.names,
y=y,censor=censor)
```

Each parameter must have a name specified in the vector parm.names, and parameter names must be included with the data. The object is created by using the function as.parm.names. The object mon.names is meant for the variables to be
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monitored. Finally, lung cancer data in LaplacesDemon has been created with object name MyData which contains the list of J, X, mon.names, parm.names, y, and a vector of censored observation called censor.

6.2. Model specification for Lomax distribution

To use LaplacesDemon package, one must specify a model. Let's consider a regression model, which is often denoted as:

\[ y \sim \text{Lomax}(\alpha, \lambda) \]
\[ \log(\lambda) = X\beta \]

The response variable, \( y \) follow Lomax distribution with parameter shape and scale, the scale parameter \( \lambda \) is equal to the cross product of design matrix \( X \) and the parameter \( \beta \).

LaplaceApproximation deterministically maximizes the logarithm of the unnormalized joint posterior density as specified in the Model function. In Bayesian inference, the logarithm of the unnormalized joint posterior density is proportional to the sum of the log-likelihood and logarithm of the prior densities:

\[ \log(p(\theta \mid y)) \propto \log(p(y \mid \theta)) + \log(p(\theta)) \]

During each iteration LaplaceApproximation passes two arguments to Model: parm and Data. These arguments are specified in the beginning of the function (i.e first line of Model). After defining parameters of distribution, the next step is the assigning of prior to them. To obtain log-likelihood, we need density function and survival function which are defined as \( f1 \) and \( s1 \), respectively. Then, the Model function is evaluated and the logarithm of the unnormalized joint posterior density is calculated as LP. This function returns an object called Modelout, which is a list of the objects, log-posterior (LP), deviance = -2*log-likelihood (Dev), monitored variable (Monitor), yhat and parm.

Model<-function(parm,Data)
{
  #Parameters
  beta<-parm[1:Data$J]
  shape<-exp(parm[Data$J+1])
  # Log(Prior Densities)
  beta.prior<-sum(dnorm(beta,0,sqrt(1000),log=T))
  shape.prior<-dhalfcauchy(shape,20,log=T)
  # Loglikelihood
  mu<-tcrossprod(beta,Data$X)
scale<-exp(mu)
f1<-log(shape)-log(scale)-(shape+1)*log(1+y/scale)
s1<-shape*log(1+y/scale)
LL<-censor*f1+(1-censor)*s1
LL<-sum(LL)

## Log-posterior
LP<-LL+beta.prior+shape.prior
Modelout<-list(LP=LP,Dev=-2*LL,Monitor=c(LP,shape),yhat=rlomax(length(y),shape,scale),parm=parm)
return(Modelout)
}

6.3 Initial values

LaplaceApproximation requires a vector of initial values for the parameters. Each initial value is a starting point for the estimation of a parameter. Here, all initial values are set to zero and LaplaceApproximation function will optimize initial values using Nelder-Mead method.

Initial.Values<-c(rep(0,J),log(1))

However, we recommend better initial values obtain from fitting multiple regression model using logarithm of response variable.

Initial.Values<-c(coef(lm(log(y)~x1+as.numeric(x2)+x3+x4+as.numeric(x5)+x6)),
log(1))

The performance of these initial values in terms of convergence could be seen in Section 6.5 through trace plots reported in Figure 2 and 3.

6.3. Fitting of data using LaplaceApproximation function

The LaplaceApproximation function deterministically maximizes the logarithm of the unnormalized joint posterior density with one of several optimization algorithms. The goal of Laplace approximation is to estimate the posterior mode and variance of each parameter. Here, an output object called M1 will be created as a result of using the LaplaceApproximation function. The object M1 gives two summaries, summary1 is obtained by Nelder-Mead method and summary2 is obtained by
sampling importance resampling method.

```r
M1 <- LaplaceApproximation(Model, Initial.Values, Data = MyData, Method = "NM", Iterations = 100000)
```

### 6.4. Summarization of output

The first part of the Table 1 summarizes the point-estimated posterior modes. Uncertainty around the posterior mode is estimated from the asymptotic covariance matrix. Rows are parameters i.e. celltype, karno, diagtime, age, prior and treatment. The following columns are included: Mode, SD (Standard Deviation), LB (Lower Bound), and UB (Upper Bound). The bounds constitute a 95% credible interval. The second part of the Table 1 summarizes the posterior samples drawn with sampling importance resampling (SIR) when sir = TRUE, given the point-estimated posterior mode and the covariance matrix obtain from LaplaceApproximation. Again rows are parameters. The following columns are included: Mean, SD (Standard Deviation), LB (Lower Bound), and UB (Upper Bound). The bounds constitute a 95% credible interval.

**Table 1.** Posterior summaries of the lung cancer data using the function LaplaceApproximation, which is based on asymptotic approximation theory, and posterior summary due to sampling importance resampling method respectively, using the same function.

<table>
<thead>
<tr>
<th>Optimization- Nelder and Mead</th>
<th>Mode</th>
<th>SD</th>
<th>LB</th>
<th>UB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4.659</td>
<td>1.231</td>
<td>2.198</td>
<td>7.121</td>
</tr>
<tr>
<td>Karno</td>
<td>0.037</td>
<td>0.005</td>
<td>0.026</td>
<td>0.048</td>
</tr>
<tr>
<td>Celltype</td>
<td>-0.103</td>
<td>0.088</td>
<td>-0.279</td>
<td>0.072</td>
</tr>
<tr>
<td>Diagtime</td>
<td>-0.001</td>
<td>0.009</td>
<td>-0.018</td>
<td>0.017</td>
</tr>
<tr>
<td>Age</td>
<td>0.003</td>
<td>0.010</td>
<td>-0.017</td>
<td>0.023</td>
</tr>
<tr>
<td>Prior therapy</td>
<td>0.009</td>
<td>0.023</td>
<td>-0.038</td>
<td>0.056</td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.153</td>
<td>0.202</td>
<td>-0.557</td>
<td>0.251</td>
</tr>
<tr>
<td>log.shape</td>
<td>1.967</td>
<td>0.682</td>
<td>0.602</td>
<td>3.332</td>
</tr>
</tbody>
</table>
### Simulation: Sampling Importance Resampling

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>LB</th>
<th>UB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4.601</td>
<td>1.221</td>
<td>2.305</td>
<td>7.127</td>
</tr>
<tr>
<td>Karno</td>
<td>0.042</td>
<td>0.011</td>
<td>0.037</td>
<td>0.058</td>
</tr>
<tr>
<td>Cell type</td>
<td>-0.099</td>
<td>0.095</td>
<td>-0.281</td>
<td>0.089</td>
</tr>
<tr>
<td>Diagnosis time</td>
<td>0.002</td>
<td>0.013</td>
<td>-0.022</td>
<td>0.021</td>
</tr>
<tr>
<td>Age</td>
<td>0.004</td>
<td>0.011</td>
<td>-0.025</td>
<td>0.028</td>
</tr>
<tr>
<td>Prior therapy</td>
<td>0.012</td>
<td>0.024</td>
<td>-0.048</td>
<td>0.061</td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.161</td>
<td>0.213</td>
<td>-0.557</td>
<td>0.264</td>
</tr>
<tr>
<td>shape</td>
<td>8.651</td>
<td>6.755</td>
<td>2.443</td>
<td>29.858</td>
</tr>
</tbody>
</table>

In Figure 2 convergence starts from 1000th iteration whereas in Figure 3 algorithm converges at 600th iteration. Hence, it shows 40% increase in the efficiency when initial values are obtained by using function lm as compared to the initial values taken as zero.

**Figure 1.** Histograms and posterior densities of all the parameters and regression coefficients betas for Lomax distribution.
Figure 2. Trace and posterior density plots of Lomax distribution at initial values zero for all the parameters.

Figure 3. Trace and posterior density plots of Lomax distribution at initial values obtained from fitting multiple regression model using logarithm of response variable.

6.5. Fitting of data using LaplacesDemon function

Now, we have to explore the same veteran data using function LaplacesDemon. The LaplacesDemon function is the main function of LaplacesDemon package. It
maximizes the logarithm of the unnormalized joint posterior density with MCMC and provides samples of the marginal posterior distributions, deviance, and other monitored variables. In LaplacesDemon function there is an argument called Algorithm, here the algorithm used for simulation from joint posterior distribution is independent-Metropolis algorithm. Multivariate normal has been treated as a proposal distribution \( q(\theta) \). Here, the proposal distribution does not depend on the previous state of the chain. The IM algorithm is efficient when the proposal is a good approximation of the target posterior distribution. Good independent proposal densities can be based on LaplaceApproximation (Tierney and Kadane, 1986; Tierney et al., 1989; Erkanli, 1994). Thus, a generally successful proposal can be obtained by a multi-variate normal distribution with mean equal to the posterior mode and precision matrix.

\[
H(\hat{\theta}) = \left\{- \frac{\partial^2 \log p(\theta \mid y)}{\partial \theta_i \partial \theta_j} \bigg|_{\theta = \theta_0} \right\}
\]

That is, minus the second derivative matrix of the log-posterior density
\[
\log p(\theta \mid y) = \log p(y \mid \theta) + \log p(\theta)
\]
Evaluated at the posterior mode \( \hat{\theta} \). Consequently, an efficient proposal is given by,

\[
q(\theta) = N(\hat{\theta}, H(\hat{\theta})^{-1})
\]

The posterior mode can be evaluated by some of the efficient methods provided in LaplaceApproximation with object M1. Among the optimization methods the performance of Nelder-Mead (1965) seems to be the best. Thus object M1 is created by making use of LaplaceApproximation with the choice of optimization method of Nelder-Mead “N-M”. When low information prior is used, then an adequate proposal can be obtained by setting the mean equal to the corresponding maximum-likelihood estimator (MLE) and the precision equal to its observed Fisher information matrix.

The acceptance probability, when proposing a transition from \( \theta \) to \( \hat{\theta} \), is given by

\[
\alpha = \min\left(1, \frac{p(\theta' \mid y)q(\theta)}{p(\theta \mid y)q(\theta')}\right)
\]

Which can be expressed as,

\[
\alpha = \min\left(1, \frac{w(\theta')}{w(\theta)}\right)
\]

where \( w(\theta) = p(\theta \mid y)/q(\theta) \) is the ratio between the target and the proposal distribution and is equivalent to the importance weight used in importance sampling (Ntzroufras, 2009). This theory is implemented in LaplacesDemon with object name M2. M2 is an object of class demonoid, which means that since it has been assigned a customized class, other functions have been custom-designed to work with it. This M2 object contains an argument, called Covar, the covariance matrix may be input from the LaplaceApproximation function M1. Another argument is Specs, which
accepts the list of specifications for the MCMC algorithm.

\[
\text{Initial.Values<-as.initial.values(M1)}
\]

\[
\text{M2<-LaplacesDemon(Model, Data=MyData, Initial.Values, Covar=M1$Covar, Iterations=2000, Status=F, Thinning=1, Algorithm="IM", Specs=list(mu=M1$Summary1[1:length(Initial.Values),1]))}
\]

\[
\text{M2}
\]

6.6. Output by simulations

The LaplacesDemon function also generates two posterior summaries. Summary1 gives the marginal posterior distributions of the parameters, deviance, and monitored variables. The following summary statistics are included: mean, standard deviation, MCSE (Monte Carlo Standard Error), ESS which is the effective sample size due to autocorrelation, and finally the 2.5%, 50%, and 97.5% quantiles are reported in Table 2. MCSE is essentially a standard deviation around the marginal posterior mean that is due to uncertainty associated with using MCMC. Summary2 is identical to Summary1, except that it is calculated only on the stationary samples and it ensures that convergence has been reached its equilibrium distribution.

**Table 2.** Simulated posterior summary of lung cancer data by independent Metropolis algorithm under the assumption of Lomax model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
<th>MCSE</th>
<th>ESS</th>
<th>LB</th>
<th>Median</th>
<th>UB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4.529</td>
<td>0.475</td>
<td>0.012</td>
<td>2000.0</td>
<td>3.655</td>
<td>4.576</td>
<td>5.576</td>
</tr>
<tr>
<td>Karno</td>
<td>0.042</td>
<td>0.001</td>
<td>0.0023</td>
<td>2000.0</td>
<td>0.034</td>
<td>0.042</td>
<td>0.044</td>
</tr>
<tr>
<td>Cell type</td>
<td>-0.101</td>
<td>0.043</td>
<td>0.001</td>
<td>2000.0</td>
<td>-0.175</td>
<td>-0.101</td>
<td>-0.034</td>
</tr>
<tr>
<td>Diagnosis time</td>
<td>-0.002</td>
<td>0.003</td>
<td>0.002</td>
<td>2000.0</td>
<td>-0.013</td>
<td>-0.001</td>
<td>0.014</td>
</tr>
<tr>
<td>Age</td>
<td>0.003</td>
<td>0.001</td>
<td>0.002</td>
<td>2000.0</td>
<td>-0.001</td>
<td>0.001</td>
<td>0.034</td>
</tr>
<tr>
<td>Prior therapy</td>
<td>0.021</td>
<td>0.011</td>
<td>0.001</td>
<td>2000.0</td>
<td>-0.013</td>
<td>0.011</td>
<td>0.034</td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.167</td>
<td>0.083</td>
<td>0.003</td>
<td>2000.0</td>
<td>-0.321</td>
<td>-0.174</td>
<td>-0.023</td>
</tr>
<tr>
<td>shape</td>
<td>7.585</td>
<td>2.086</td>
<td>0.051</td>
<td>2000.0</td>
<td>4.373</td>
<td>7.284</td>
<td>12.285</td>
</tr>
</tbody>
</table>
The convergence of the algorithm can also be determined by MCSE. Table 2 shows very small values of this error which indicates that we have calculated the quantity of interest with high precision. From Figure 4, convergence can also be monitored through the trace and autocorrelation plots. Trace plots in the leftmost panel are very much convincing in terms of convergence as all generated values within a parallel zone. Monitoring autocorrelation is also very useful as it is evident from rightmost panel of the Figure 4 that the low values indicate fast convergence.

**Figure 4.** Simulated posterior density plots of the parameter of Lomax distribution. The leftmost is the trace plot, the middlemost is the density plot and the rightmost is the auto correlation plot, showing low autocorrelation at different lags.

7. BAYESIAN MODELING OF EXPONENTIAL LOMAX DISTRIBUTION

7.1. Creation of lung cancer data for exponential Lomax distribution

In this section, data for exponential Lomax has been created with object name `MyData` which contains the list of vectors, that are, model matrix $X$, survival time vector $y$, monitoring variables `mon.names`, list of parameters of the model `parm.names`, vector of censored observations `censor`. R commands for the creation of veteran's lung
cancer data for exponential Lomax distribution are described below,
y<-veteran$time

x1<-veteran$karno

x2<-veteran$celltype

x3<-veteran$diagtime

x4<-veteran$age

x5<-veteran$prior

x6<-veteran$strt

censor<-veteran$status

N<-137

X<-cbind(1,x1,x2,x3,x4,x5,x6)

J<-7

mon.names<-c("LP","shape1","shape2")

parm.names<-as.parm.names(list(beta=rep(0,J),log.shape1=0, log.shape2=0))

MyData<-list(J=J,X=X,mon.names=mon.names,parm.names= parm.names,y=y,censor=censor)
7.2. Specification of model for exponential Lomax distribution

Let’s consider a regression model, which can be written as:

\[ y \sim EL(\nu, \alpha, \lambda) \]

where, \( \nu \) and \( \alpha \) are the two shape parameters and \( \lambda \) is the scale parameter.

Also,

\[ \log(\lambda) = X\beta \]

Prior for \( \nu \),

\[ \nu \sim \text{half-cauchy}(25) \]

Prior for \( \alpha \),

\[ \alpha \sim \text{half-cauchy}(25) \]

Prior for \( \beta \),

\[ \beta \sim N(0,1000) \]

All these parameters and their priors have been defined in the function called \texttt{Model}. For exponential Lomax distribution there is no distribution function available in this package, so we will define density and survival function of EL distribution with object name \( f_1 \) and \( s_1 \), respectively. The R command for the model specification of exponential Lomax distribution is given below:

```r
Model<-function(parm,Data)
{
  #Parameters
  beta<-parm[1:Data$J]
  shape1<-exp(parm[Data$J+1])
  shape2<-exp(parm[Data$J+2])
  # Log(Prior Densities)
  beta.prior<-sum(dnorm(beta,0,sqrt(1000),log=T))
  shape1.prior<-dhalfcauchy(shape1,20,log=T)
  shape2.prior<-dhalfcauchy(shape2,20,log=T)
}
```
# Loglikelihood
mu<-tcrossprod(beta,Data$X)
scale<-exp(mu)

f1<-log(shape1)+log(shape2)-log(scale)-(shape2+1)*log(1+y/scale)+(shape1-1)*
log(1-(1+y/scale)^(-shape2))
s1<-log(1-(1-(1+y/scale)^(-shape2))^shape1)

LL<-censor*f1+(1-censor)*s1
LL<-sum(LL)

## Log-posterior
LP<-LL+beta.prior+shape1.prior+shape2.prior

Modelout<-list(LP=LP,Dev=-2*LL,Monitor=c(LP,shape1,shape2),
yhat=reexplomax(length(y),shape1,shape2,scale),
parm=parm)

return(Modelout)
}

7.3. Fitting of the data using function LaplaceApproximation
Let us fit the model using LaplaceApproximation with the option of Nelder-Mead (1965) method of optimization as,

Initial.Values<-c(coef(lm(log(y)~x1+as.numeric(x2)+x3+x4+
as.numeric(x5)+x6)),log(1),log(1))

M1<-
LaplaceApproximation(Model,Initial.Values,Data=MyData,
Samples=5000,Method="NM",Iterations=10000)
7.4. Output summary

The output obtained by LaplaceApproximation is being reported in Table 3. This contains the posterior mode, posterior mean, posterior sd, 2.5% and 97.5% quantiles.

Table 3. Posterior summaries of lung cancer data by LaplaceApproximation function, giving two summaries first from Nelder-mead method and second is from sampling importance resampling under the assumption of exponential Lomax model.

<table>
<thead>
<tr>
<th>Optimization - Nelder and Mead Method</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mode</td>
<td>SD</td>
<td>LB</td>
<td>UB</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.077</td>
<td>1.219</td>
<td>-0.362</td>
<td>4.516</td>
</tr>
<tr>
<td>Karno</td>
<td>0.040</td>
<td>0.005</td>
<td>0.030</td>
<td>0.049</td>
</tr>
<tr>
<td>Cell type</td>
<td>-0.010</td>
<td>0.091</td>
<td>-0.191</td>
<td>0.172</td>
</tr>
<tr>
<td>Diagnosis time</td>
<td>0.002</td>
<td>0.009</td>
<td>-0.017</td>
<td>0.021</td>
</tr>
<tr>
<td>Age</td>
<td>0.008</td>
<td>0.010</td>
<td>-0.011</td>
<td>0.028</td>
</tr>
<tr>
<td>Prior therapy</td>
<td>0.004</td>
<td>0.022</td>
<td>-0.040</td>
<td>0.047</td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.095</td>
<td>0.190</td>
<td>-0.476</td>
<td>0.286</td>
</tr>
<tr>
<td>log.shape1</td>
<td>0.576</td>
<td>0.230</td>
<td>0.117</td>
<td>1.036</td>
</tr>
<tr>
<td>log.shape2</td>
<td>0.902</td>
<td>0.356</td>
<td>0.190</td>
<td>1.614</td>
</tr>
</tbody>
</table>

----

<table>
<thead>
<tr>
<th>Simulation - Sampling Importance Resampling</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>LB</td>
<td>UB</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.131</td>
<td>1.302</td>
<td>-0.420</td>
<td>4.501</td>
</tr>
<tr>
<td>Karno</td>
<td>0.040</td>
<td>0.005</td>
<td>0.033</td>
<td>0.046</td>
</tr>
<tr>
<td>Cell type</td>
<td>-0.011</td>
<td>0.100</td>
<td>-0.194</td>
<td>0.196</td>
</tr>
<tr>
<td>Diagnosis time</td>
<td>0.001</td>
<td>0.014</td>
<td>-0.023</td>
<td>0.025</td>
</tr>
<tr>
<td>Age</td>
<td>0.011</td>
<td>0.010</td>
<td>-0.014</td>
<td>0.035</td>
</tr>
<tr>
<td>Prior</td>
<td>0.001</td>
<td>0.023</td>
<td>-0.056</td>
<td>0.055</td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.115</td>
<td>0.206</td>
<td>-0.509</td>
<td>0.268</td>
</tr>
<tr>
<td>shape1</td>
<td>2.026</td>
<td>0.537</td>
<td>1.285</td>
<td>3.488</td>
</tr>
<tr>
<td>shape2</td>
<td>2.615</td>
<td>1.042</td>
<td>1.371</td>
<td>5.565</td>
</tr>
</tbody>
</table>
7.5. Fitting of the data using LaplacesDemon function

Let us fit the model for the same data using LaplacesDemon with the option of independent Metropolis algorithm of simulation. The output obtained by simulation is reported in Table 4 and the posterior density plots are reported in Figure 6. There are six regressors but only plots of two regressors are reported (Karno=beta[2], Cell type=beta[3] and beta[1] is the intercept). In Figure 6 all the three rows are considered as beta[1], beta[2] and beta[3], respectively. These plots show the well mixing of the chain and low auto-correlation shows fast convergence of algorithm for all the variables.

Initial.Values<-as.initial.values(M1)

M2<-LaplacesDemon(Model, Data=MyData, Initial.Values,
Covar=M1$Covar, Iterations=2000, Status=F, Thinning=1,
Algorithm="IM",Specs=list(mu=M1$Summary1[1:length(Initial .Values),1]))

Figure 5. Histogram and posterior densities of all the parameters and regression coefficients under the assumption of exponential Lomax distribution.
Table 4. Simulated posterior summaries obtained by independent Metropolis algorithm.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>MCSE</th>
<th>ESS</th>
<th>LB</th>
<th>Median</th>
<th>UB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.285</td>
<td>0.462</td>
<td>0.012</td>
<td>2000.00</td>
<td>0.363</td>
<td>1.309</td>
<td>2.176</td>
</tr>
<tr>
<td>Karno</td>
<td>0.039</td>
<td>0.001</td>
<td>0.002</td>
<td>1641.23</td>
<td>0.041</td>
<td>0.044</td>
<td>0.053</td>
</tr>
<tr>
<td>Cell type</td>
<td>0.034</td>
<td>0.041</td>
<td>0.003</td>
<td>2000.00</td>
<td>-0.052</td>
<td>0.031</td>
<td>0.109</td>
</tr>
<tr>
<td>Diagnosis time</td>
<td>0.002</td>
<td>0.001</td>
<td>0.003</td>
<td>2000.00</td>
<td>-0.005</td>
<td>0.008</td>
<td>0.016</td>
</tr>
<tr>
<td>Age</td>
<td>0.01</td>
<td>0.001</td>
<td>0.002</td>
<td>2000.00</td>
<td>0.012</td>
<td>0.016</td>
<td>0.024</td>
</tr>
<tr>
<td>Prior therapy</td>
<td>0.004</td>
<td>0.010</td>
<td>0.004</td>
<td>2000.00</td>
<td>-0.018</td>
<td>0.004</td>
<td>0.028</td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.092</td>
<td>0.080</td>
<td>0.001</td>
<td>1543.30</td>
<td>-0.241</td>
<td>-0.095</td>
<td>0.078</td>
</tr>
<tr>
<td>shape1</td>
<td>2.071</td>
<td>0.203</td>
<td>0.001</td>
<td>1788.54</td>
<td>1.714</td>
<td>2.055</td>
<td>2.492</td>
</tr>
<tr>
<td>shape2</td>
<td>2.383</td>
<td>0.300</td>
<td>0.011</td>
<td>2000.00</td>
<td>1.841</td>
<td>2.364</td>
<td>3.028</td>
</tr>
</tbody>
</table>

Figure 6. Simulated posterior density plots of the parameters of the distribution. The leftmost is the trace plot, the middlemost is the density plots and the rightmost is the auto correlation plots, showing low autocorrelation at different lags.
8. MODEL COMPARISON

Model selection is the task of choosing appropriate model from a set of candidate models. Here, Table 5 clearly shows that exponential Lomax is the appropriate model for veteran data as it has minimum value of DIC and deviance as compared to Lomax. DIC and deviance are very good criteria of model comparison as they have the potential to provide powerful comparison of complex models.

Table 5. Model comparison of Lomax and exponential Lomax models for the lung cancer data. It is evident from this table that exponential Lomax fits much better than Lomax.

<table>
<thead>
<tr>
<th>Models</th>
<th>Deviance</th>
<th>DIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lomax</td>
<td>1446.665</td>
<td>1448.316</td>
</tr>
<tr>
<td>Exponential Lomax</td>
<td>1403.089</td>
<td>1405.332</td>
</tr>
</tbody>
</table>

9. CONCLUSION

In this paper, Bayesian approach has been employed to model the real survival data under the assumption of Lomax and its extended forms namely, exponential Lomax distribution. These distributions have been used as a Bayesian model to fit the survival data. This paper includes the derivation of joint and marginal posterior densities of these two models. Asymptotic approximation and simulation methods, the two most important techniques have been implemented to solve the high-dimensional integrations. These two methods have been implemented using the functions of LaplacesDemon package. The function LapalaceApproximation is the main function for the purpose of optimization in Bayesian scenario whereas LaplacesDemon is the function which is meant for implementation of Markov chain Monte Carlo simulation tools. The central part of the chapter has been composed of the description of R code. After Bayesian modeling of these distributions, the last step is to compare the goodness of fit of the models through the values of DIC and deviance, as per recommendation of Gelman et al., (2004) deviance is the best criteria for model selection. Following Table 5, it could be noticed that the value of DIC and deviance for exponential Lomax distribution is the least value followed by Lomax. Hence, it could be concluded that the EL is highly competitive in the sense of fitting real survival data.

The code developed in R can be used in other areas of regression modeling besides in the field of survival, because of their general nature and paradigm. Finally, Bayesian approach is more suitable even if sample size is small and it can be used very effectively in the modeling of survival data wherein non Guassian model like Weibull, Lomax and exponential Lomax commonly fit. Undoubtedly, R enhances the astonishing vigour of Bayesian approach.
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