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Abstract

Dictionary learning used to remove a noise in images. Image contains edges and
details. In order to better learning of details and edges from images, two types of
dictionary or Hetero types of dictionary for coarse and details part of images were
proposed in this paper. The proposed algorithm results were compared with spa-
tial domain algorithms WMF, PSMF, DBA, NAFSM and sparse domain algorithm
DL-INR. For two dictionaries two different soft thresholds used to maximize the
dictionary learning.
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1. Introduction

Image carries a lots of information and contains many redundant pixels. During com-
pression these redundant pixels are discarded and in preprocessing like segmentation,
de-noising, object identification redundant pixels are very useful. When image is cor-
rupted by noise, these redundant pixels helps to identify corrupted pixels original value.
Image may be corrupted during acquisition, processing, transmission and storage. Types
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of image noises are gaussian, fixed value impulse noise, random value impulse noise and
speckle noise. Noise in the image can be removed using spatial domain algorithms,
wavelet domain algorithms and sparse domain algorithms [1]. Spatial domain algo-
rithms are specifically designed fixed value impulse noise and random value impulse
noise removal [3] [4] [21]. Spatial domain color image de-noising [7] [8]. Wavelet
domain filters were capable of filtering gaussian noise in the gray and color images [5],
[6]. Data dependent transforms are capable of transforming image into transform coef-
ficients and basis values [26]. Recently sparse representation and sparse approximation
based de-noising algorithms like K-SVD based on �2 minimization based de-noising
algorithm for gaussian noise [18] [19] [20] and [30]. Compressive sensing based algo-
rithms [16], [33] and [25]. Sparse approximation not only used for de-noising, it has
find many post processing applications such as text detection [27], pedestrian detection
[28], facial expression detection [26], face recognition [23], image compression [24] and
many more applications. Most of the applications requires a optimization algorithms [2].
to learn a dictionary from the noisy image or feature extraction from the image [17] and
[20]. other methods using discriminate dictionaries [10], using adaptive kernals [11],
augmented lagrangian multiplier based dictionary learning methods were implemented
for fixed value impulse noise, random value impulse noise and gaussian impulse noise
[12], [13], [14], [32] and [15].

Organization of this paper as follows, section 2 discuss about noise model, equation
for corrupted image and previous work related this paper. Section 3 explains block
diagram, algorithm, separation of detail and coarse parts of image batches. Section 4
discuss about gray and color image results, dictionary, PSNR and SSIM values. Section
5 discuss about parameters involved in this paper and setting optimum value for those
parameters and computational analysis of algorithms. Section 6 concludes the paper.

2. Review of Previous Work

In this section, subsection 2.1 discuss about the noise model and defines the noise pixels.
Subsection 2.2 discuss about the �1 and �2 minimization. Subsection 2.3 discuss about
the modification in equation of �1 − �1 minimization for efficient implementation and
improvements required for dual dictionary learning.

2.1. Noise Model

Let Im be the noise corrupted image of size W × W and ρ be the probability of noise
intensity. Then corrupted image is represented in equation 1.

Im(s) =
{

Imd(s), ε ≤ ρ

Im0(s), ε > ρ
(1)

where s denotes two dimensional indices of image Im, Im0(s) denotes noise free pixels
in the image, Imd(s) stands for noise corrupted image pixels, s varies from 1 to W and ε-
is a random number with range of values [0,1]. For Salt and Pepper Noise, Imd(s) takes
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either Immin or Immax . For Random value noise, Imd(s) takes any value in the range
[Immin, Immax], which is independently and identically distributed. Îm - recovered
de-noised image from corrupted image. Noisy image dimensions were W × W .

2.2. Review of previous work

From noisy image, image batches were extracted by overlapping batches of size
√

M ×√
M . Total number of batches from W × W image is L = (W − √

M + 1)2. M is the
number of rows in the dictionary (A) and N is the number of columns in the dictionary (A).
M and N value determination is explained in subsection 5 of section 5.1. Each batch size,√

M×√
M is reshaped into column vector bi = [Im(si1), Im(si2), . . . , Im(siM)] ε RM .

These batches are represented as B. B = [b1, b2, .bi, ..bL] ε RM×L

bi is represented by over complete dictionary A and sparse representation coefficient X.
bi = AiXi, i = 1, 2, 3, . . . , L, where A = [a1, a2, . . . , aW ] ε RM×W .

min
A,X

‖X‖0 + α ‖B − AX‖2 (2)

Where X = [X1, X2, . . . , XL] ε RW×L is the sparse co-efficient.
In equation 2 first term represents the sparse representation of X, which counts the few

non-zero coefficient in the X, i.e sparse solution for X. ‖X‖0 is computationally intensive
and ‖B − AX‖2 represents root mean square error between B and AX. Each column in
A is called atom or basis, which represented as aj ε RM , each atom is normalized as∥∥aj

∥∥
2 = 1. RMSE is susceptible to outliers such as salt and pepper impulse noise, so it

is modified as �1 norm equation, equation 3 is robust enough for outliers.

min
A,X

‖X‖0 + α ‖B − AX‖1 (3)

Based on learned dictionary values Â and sparse coefficients X̂, de-noised image batches
b̂ are constructed as in equation 4.

b̂ = ÂX̂ (4)

2.3. Modification of �1 − �1 minimization

Equation for de-noising algorithms presented in [13], [14], [29] contains redundant sim-
ilar terms and non-adaptive terms, which were reasons for high computational time and
inaccurate results. Equations were modified by deriving the new equation forAugmented
Lagrangian Multiplier Y, sparse coefficient X by modifying the iterative shrinkage algo-
rithms. The equation for X and γ are given below.

Xk = SHRINK(Xk−1 + Ak−1YK

γUk−1
,

1

γUk−1
) (5)

γ = max(eig(AkT

A)) (6)



29654 P. Jothibasu and P. Rangarajan

To simplify equation for Y, assume U and τ as in equation 7 and 8.

U = −Ak−1Xk−1 + b + Y k−1

µk−1
(7)

τ = α

µk−1
(8)

Equation for Y rewritten as Equation for Y is rewritten as

PROJ(U, τ) = U − SHRINK(U, τ) (9)

To improve the execution speed and fast learning adaptive threshold [9] were introduced
then fixed threshold and shrink as in equation 10.

SHRINK(U, τ) =
{

U − 0.5τ 2/U, |U | > τ

0.5U3/τ 2, |U | ≥ τ
(10)

Equation 9 and equation for Y is written as in equation 11

Y = µPROJ(U, τ) = µU − µSHRINK(U, τ) (11)

Equation 10 is substituted in 9, to yield

= µk−1U − µk−1SHRINK(U, τ)

= µk−1U −
{

µk−1U − µ0.5τ.τ 2, |U | > τ

0.5µk−1U3/τ 2, |U | ≥ τ
(12)

Again rearranging equation 12 we obtain 13. Constraints for 13 are not changed. We
reduce the large amount calculation required to calculate the Y and also the overhead
required for findingY from using PROJ and SHRINK. For large amount of image batches
and number of iterations, it is essential to have optimized equations and algorithms. The
straight forward equation for Y is given in equation 13

Y =
{

0.5τ 3, |U | > τ

0.5µk−1U3/τ 2, |U | ≥ τ
(13)

τ = α

µk−1
, Substituting the value τ in the equation 13, we obtain 14

Y =
{

0.5α3/µk−1U, |U | > τ

0.5µk−1U3/α2, |U | ≥ τ
(14)

Ak = Ak−1 + βY k(XkT

) (15)
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3. Block Diagram and Algorithm

In this section, subsection 3.1 discuss about block diagram and implementation of algo-
rithm in detail. Subsection 3.2 explains the algorithm and modification to improve the
quality of the de-noising results. In subsection 3.3, image batch separation and separate
dictionary for detail and coarse parts of image is discussed. Subsection 3.4 discusses
about initial dictionary values for two different spatial parts of image.

3.1. Block Diagram

In proposed algorithm, entire image cannot be processed as it is, memory requirement
is very large to process a entire image. Image pixels were converted into batches. Batch
size depends on the number of rows or number of elements in the basis or atom of the
dictionary. Before image pixels were converted into batches, noisy pixels in the image
identified using impulse noise detector. Impulse pixels were identified which will be
used to calculate accurate DC value of image batches. Block diagram 1 shown in the
figure contains many blocks. The first block converts 256×256 image in to

√
M ×√

M

image batches. DC value of each batch is calculated using noise free pixels in the image
batches. The DC value is subtracted from each image batch, which will avoid scaling of
dictionary values. Scaling a dictionary is difficult and to find a suitable scale requires a
significant amount of computation time.

After subtracting a DC value, batches were separated into detail batches and coarse
batches depends on the pixel values in the batch. If image batches from iso-pixel region,
pixels in the batch are equal. If image batch contains edges and lines, pixel value in the
batch varies. Based upon the pixel value in the batches, it is divided into two groups.
If pixel value in the batch is equal, it is considered as a coarse batch and pixel values
are differed by the threshold value T, it is called detail batch. To learn a dictionary from
these two batches, two separate initial dictionary values were used. After de-noising using
efficient and modified �1 − �1 minimization based algorithm, two different dictionaries
learned and de-noised coarse and detail batches were combined to form a de-noised
image batches. From de-noised image batches, de-noised image is reconstructed.

3.2. Algorithm

The proposed algorithm contains two parts, one for detail batches and another for coarse
batches. For detail batch initial dictionary is Haar transform coefficients and for coarse
batch initial dictionary is DCT transform coefficients. Random values are not used
as a initial values of dictionary for coarse batches. Coarse batches contains very less
information or edges. For two different dictionaries and two different learning methods
are required. For detail batch dictionary, learning should be fast and accurate, which is
achieved by using adaptive soft threshold function. Parameter values for two different
learning are different.

Algorithm 1 is for detail part of image batches and algorithm 2 is for coarse part of
image batches.
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Algorithm 1: Modified �1 − �1 Minimization using Augmented Lagrangian Mul-
tiplier for details part of image batches

γ 0 = max(eig(A0T

A0)) - Initial value1

b - DC values of subtracted image batches2

Initialize X0 = 0, Y0 = 0, µ0 = 0.0063

A0= DCT Dictionary or Walsh or Haar coefficients4

WHILE(Stoping criterion is not satisfied, continue looping)5

U=-Ak−1Xk−1+b+
Y k−1

µk−1
, τ=

α

µk−16

Y k =
{

0.5τ 3, |U | > τ

0.5µk−1U3/τ 2, |U | ≥ τ

Xk = SHRINK(Xk−1 + Ak−1YK

γUk−1
,

1

γUk−1
) Ak = Ak−1 + βY k(XkT

)

Ak = Ak.diag(
∥∥ak

0

∥∥−1
2 ,

∥∥ak
1

∥∥−1
2 , ........

∥∥ak
N

∥∥−1
2 ) γ =max(eig(AkT

Ak))

µk = 1.01µk−1

ENDWHILE

Algorithm 2: Modified �1 − �1 Minimization algorithm for coarse part of image
batches

γ 0 = max(eig(A0T

A0)) - Initial value1

b - DC values of subtracted image batches2

Initialize X0 = 0, Y0 = 0, µ0 = 0.0063

A0= DCT Dictionary values4

WHILE(Stoping criterion is not satisfied, continue looping)5

U=-Ak−1Xk−1+b+
Y k−1

µk−1
, τ=

α

µk−16

Y k =


α U > τ

µk−1U τ ≥ U ≥ −τ

−α U < −τ

Xk = SHRINK(Xk−1 + Ak−1YK

γUk−1
,

1

γUk−1
) Ak = Ak−1 + βY k(XkT

)

Ak = Ak.diag(
∥∥ak

0

∥∥−1
2 ,

∥∥ak
1

∥∥−1
2 , ........

∥∥ak
N

∥∥−1
2 ) γ =max(eig(AkT

Ak))

µk = 1.01µk−1

ENDWHILE
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Figure 1: Block diagram for the proposed de-noising method for salt and pepper and
random value impulse noises.

3.3. Image batch separation

In order to separate L = (W − √
M + 1)2 batches into detail and coarse batches,

difference between minimum and maximum pixel values in the image batch is calculated.
If difference is greater than the threshold T, batch is classified as detail batch, otherwise it
is classified as coarse batch.Number of pixels in each batch is M. Among M pixels bi,max

is maximum value of the pixel and bi,min is minimum value of the pixel. Difference
value between bi,max and bi,min is compared with threshold T for batch separation. The
comparison given in equation 16. This process is repeated for L patches.

bi,max − bi,min < T (16)

3.4. Initial Dictionary Values

In this paper, two different initial dictionary values considered for detail and coarse
batches of images. Detail batches contains edges and lines, for those batches Walsh,
DCT, Random, Haar and Hadamard transform coefficients were considered as a initial
values. For coarse batch, DCT and slant transforms coefficients were considered as a
initial values.

4. Expeirments and Results

The proposed algorithm based on hetero dictionary learning and efficient �1 − �1 based
de-noising algorithm implemented in MATLAB for gray and color images. The gray
standard images used to demonstrate the algorithm are Lena, Airplane, and House. The
color images are Barbara, Baboon and Peppers. The proposed algorithm contains many
parameters, their values are assigned based on experiments. The detailed explanation
of those experiments were given section 5. Size of the images used for comparison is



29658 P. Jothibasu and P. Rangarajan

Table 1: PSNR Values for Lena image corrupted by fixed value impulse noise.
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 29.37 26.33 24.81 23.16 21.43 19.75 15.96 12.03
PSMF 30.03 28.00 26.21 25.43 23.85 22.53 19.33 13.53
DBA 32.96 31.18 29.23 27.39 26.08 24.49 22.55 20.51

NAFSM 37.72 34.82 32.17 30.13 28.63 27.39 25.77 24.22
DL-INR 29.83 28.68 27.36 25.56 24.26 22.90 21.04 17.84
HD-NR 39.03 36.25 33.68 31.32 29.93 28.57 26.57 25.41

256 × 256. Image metrics used for comparison of algorithms performance were peak-
signal to noise ratio (PSNR), mean square error (MSE), and structural similarity index
(SSIM) [22]. The equation for metrics are given in 17, 18, and 19.

PSNR = 10 log10
(2b − 1)2

MSE
(17)

MSE =

N−1∑
m=0

(
M−1∑
n=0

(Im(m, n) − Im0(m, n))2

)
N2

(18)

SSIM = (2µ0µI0 + C1)(2σI0,0 + C2)

(µ2
0 + µ2

I0
+ C1)(σ

2
0 + σ 2

I0
+ C2)

(19)

µ0-Mean intensities of original image, µI0 -Mean Intensities of restored image, σ 2
I0,0-

Co-variance of original and restored image, σ0 - Standard deviation of the original image,
σI0 - Standard deviation of the restored image image.

4.1. Grag image Results

The proposed algorithm tested for the following three standard gray images Lena, Air-
plane and House. Fig. 2 shows the de-noising results of the proposed algorithm and
other algorithms. Fig. 2 (a) is original Lena gray image. Fig. 2 (b) is the 60 percentage
of the pixels corrupted by the fixed value impulse noise. Fig. 2 (c), (d), (e), (f), (g) and
(h) are the de-noising results of WMF, PSMF, DBA, NAFSM, DL-INR and the proposed
algorithm (HD-NR).

Fig. 2 (c) is the de-noising result of WMF, which contains the patches of block and
white pixels. For 60 percentage of pixels corrupted by the fixed value impulse noise,
window size is 7 and due to large window size, patches occurs in the image. Fig. 2 (d)
shows the de-noising results for PSMF algorithm, in the image edges were smoothed and
blurred. Fig.2 (e) shows the results of DBA, in DBA when noise pixel is not available in
the given filtering window, which creates a streaks in the image, which is visible in the
de-noised image. Fig. 2 (f) shows the result of NAFSM algorithm, results of NAFSM is
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 2: Denoising results for 60 % of pixels corrupted by the fixed value impulse noise
(a) Original Lena Image (b) fixed value impulse noise corrupted image (c) WMF (d)
PSMF (e) DBA (f) NAFSM (g) DL-INR (h) The proposed algorithm.

Table 2: SSIM values for Lena image
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 0.8921 0.8229 0.8086 0.7607 0.7291 0.6703 0.4639 0.2094
PSMF 0.9173 0.8828 0.8779 0.8725 0.8448 0.7983 0.6950 0.4088
DBA 0.9448 0.9329 0.9103 0.8772 0.8329 0.7784 0.6992 0.5909

NAFSM 0.9859 0.9695 0.9496 0.9245 0.8963 0.8655 0.8145 0.7525
DL-INR 0.9004 0.8812 0.8410 0.7818 0.7314 0.6669 0.5763 0.4222
HD-NR 0.9874 0.9743 0.9567 0.9324 0.9139 0.8807 0.8378 0.7662

better than other spatial domain algorithm. NAFSM algorithm’s PSNR value shown in
Table 1 is less than the proposed algorithm. Sparse approximation based DL-INR results
shown in Fig. 2 is highly smoothed and blurred. The proposed algorithm’s results are
better than other algorithms in terms of PSNR and detail preserving.

Fig. 3 shows the de-noising results for the standard Airplane gray image. Fig. 3 (a) is
the original Airplane gray image. Fig. 3 (b) is the 70 percentage of the pixels corrupted
gray image. Fig. 3 (c) is the de-noising results of WMF, which contains the black and
white pixel patches. White and black batches increases with noise density. Fig. 3 (d)
is reult of PSMF algorithm, part of image is corrupted beyond recognition. Fig. 3 (e)
and (f) are the result of DBA and NAFSM algorithms. Fuselage letters and Tails are not
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3: Denoising results for 70 % of pixels corrupted by the fixed value impulse noise
(a) Original Airplane Image (b) fixed value impulse noise corrupted image (c) WMF (d)
PSMF (e) DBA (f) NAFSM (g) DL-INR (h) The proposed algorithm.

Table 3: PSNR values for airplane image corrupted by fixed value impulse noise
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 27.54 24.27 22.79 20.71 18.94 17.49 14.53 10.77
PSMF 26.05 23.89 21.93 21.36 20.74 19.64 17.92 14.01
DBA 31.27 28.96 26.87 25.57 24.30 22.89 21.33 20.09

NAFSM 35.96 32.26 30.15 28.13 26.60 25.31 23.84 22.34
DL-INR 27.20 26.30 24.81 22.96 21.69 20.80 19.55 16.45
HD-NR 36.87 33.96 31.58 29.16 27.44 26.42 24.39 23.73

visible and edges were blurred and box effect appears. Fig. 3 (g) is de-noised image by
DL-INR, which has very less details and edges of original image. Fig. 3 (h) is de-noised
result of the proposed algorithm, which preserves the details and edges, letters than other
algorithms.

Fig. 4 shows the de-noising results for the standard House gray image. Fig. 4 (a) is
the original House gray image. Fig. 4 (b) is the 70 percentage of the pixels corrupted gray
image. Fig. 4 (c) is the de-noising results of WMF, which contains the black and white
pixel patches. White and black batches increases with noise density. Fig. 4 (d) due to
increased noise density, black and white patches visible in the PSMF algorithm results.
Fig. 4 (e) is de-noising result of DBA, in this image streaks are very much visible. Fig. 4
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Table 4: SSIM values for airplane image
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 0.9073 0.8317 0.8176 0.7731 0.7296 0.6709 0.4732 0.2008
PSMF 0.7313 0.6627 0.6470 0.6926 0.7363 0.7284 0.6698 0.4086
DBA 0.9545 0.9392 0.9162 0.8907 0.8592 0.8112 0.7555 0.6895

NAFSM 0.9875 0.9713 0.9553 0.9329 0.9077 0.8783 0.8337 0.7764
DL-INR 0.8945 0.8806 0.8414 0.7853 0.7286 0.6722 0.5979 0.4211
HD-NR 0.9947 0.9858 0.9768 0.9416 0.9105 0.8980 0.8475 0.8141

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4: Denoising results for 80 % of pixels corrupted by the fixed value impulse noise
(a) Original House Image (b) fixed value impulse noise corrupted image (c) WMF (d)
PSMF (e) DBA (f) NAFSM (g) DL-INR (h) The proposed algorithm

(f) is NAFSM result, which is better than other spatial domain algorithms, but PSNR
value is less than the proposed algorithm. Fig. 4 (f) is result of DL-INR algorithm, which
contains many batches due to inaccurate DC value calculation. Fig. 4 (g) is result of the
proposed algorithm, which gives better edge and details preservation and PSNR value.

Table 1, 3 and 5 are PSNR comparison of the proposed algorithm with WMF, PSMF,
DBA, NAFSM and DL-INR algorithms. The proposed algorithm’s PSNR value is better
than the other algorithm for fixed value impulse noise corrupted image. Table 2, 4 and 6
is the structural similarity index of algorithms. The proposed algorithm performs better
by preserving the details and details of the image, the proposed algorithm has better
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Table 5: PSNR values for house image corrupted by fixed value impulse noise
Noise % /

10 20 30 40 50 60 70 80
Algorithm

WMF 32.89 28.23 25.59 23.25 21.41 19.08 16.03 11.85
PSMF 35.74 31.45 28.96 26.54 25.06 23.12 19.82 14.28
DBA 36.88 35.06 32.54 30.67 29.05 27.62 26.14 23.94

NAFSM 42.16 38.30 35.35 33.54 31.70 30.10 28.90 27.10
DL-INR 34.92 33.53 30.98 28.69 26.59 25.04 22.79 19.00
HD-NR 43.78 39.74 36.18 34.83 32.40 31.73 29.66 28.78

Table 6: SSIM values for house image
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 0.9158 0.8611 0.8482 0.7995 0.7912 0.7082 0.5035 0.2008
PSMF 0.9719 0.9517 0.9339 0.9108 0.8813 0.8332 0.7259 0.4336
DBA 0.9473 0.9410 0.9214 0.8986 0.8690 0.8377 0.7958 0.7314

NAFSM 0.9869 0.9716 0.9548 0.9342 0.9095 0.8818 0.8496 0.8006
DL-INR 0.9497 0.9374 0.8992 0.8497 0.8041 0.7519 0.6728 0.4971
HD-NR 0.9925 0.9871 0.9609 0.9467 0.9134 0.8921 0.8651 0.8254

SSIM value than other algorithms. Table 7, 8 and 9 are the PSNR value comparison
table of algorithm for random value corrupted images. The proposed algorithm PSNR
values are higher than other algorithms and PSNR value difference is higher than PSNR
difference for fixed value impulse noise.

Fig. 5 and Fig. 6 are the dictionaries for gray image corrupted by the fixed value
impulse noise. Fig. 5 is dictionaries during different iteration of the algorithms for
detail part of image batches. For detail part image dictionary changes are visible during
algorithm iterations. Changes in dictionary values is minimal for coarse part of image
batches, which not shown in figure. Fig. 6 is dictionary for various noise percentage

Table 7: PSNR values for lena image corrupted by random value impulse noise
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 30.19 26.90 26.12 24.66 22.65 21.15 19.06 16.96
PSMF 28.61 26.22 24.72 23.63 22.52 21.34 19.09 16.83
DBA 27.20 22.35 19.23 17.23 15.50 14.21 13.19 12.28

NAFSM 19.36 16.19 14.39 13.27 12.25 11.52 10.83 10.23
DL-INR 30.08 28.88 27.10 25.15 23.36 21.60 19.63 17.76
HD-NR 37.52 33.45 30.73 28.49 26.65 24.85 23.37 22.65
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Table 8: PSNR values for airplane image corrupted by random value impulse noise
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 28.45 24.82 23.81 22.21 19.99 18.25 15.73 13.77
PSMF 26.78 24.68 23.27 21.40 20.38 18.42 15.89 13.63
DBA 25.20 20.41 17.50 15.44 13.81 12.58 11.45 10.54

NAFSM 17.93 15.05 13.26 11.92 11.01 10.21 9.59 9.01
DL-INR 27.21 26.39 25.35 23.44 21.65 19.63 16.90 14.49
HD-NR 36.03 34.55 32.32 28.20 20.58 18.53 16.00 15.16

Table 9: PSNR values for house image corrupted by random value impulse noise
Noise % /

10 20 30 40 50 60 70 80
Algorithm

WMF 33.78 30.02 28.05 25.80 23.59 21.60 19.50 17.34
PSMF 29.77 27.10 25.39 24.52 23.42 21.47 19.49 17.01
DBA 27.72 22.65 19.49 17.26 15.65 14.30 13.17 12.26

NAFSM 19.34 16.20 14.46 13.30 12.35 11.50 10.90 10.30
DL-INR 34.55 33.69 30.12 28.13 25.30 23.21 20.91 18.42
HD-NR 42.42 38.43 34.26 31.44 28.36 26.47 24.88 24.23

of pixels. For lower noise percentage, final dictionary values are different from initial
dictionary values, for higher percentage difference is less.

4.2. Extension to Color Images

RGB image is converted to YCbCr form. Because obvious advantages associated with
converting RGB image in to luminance and chrominance component. Luminance com-
ponent carries more information than chrominance component. Luminance channel is
denoted by Y and Chrominance channels are Cb and Cr as in JPEG image compression
standard. [34]. Conversion to YCbCr and viceversa given in matrix form in equation 20
and 21. Conversion from RGB to YCbCr decorrelates the RGB channel and signal to
noise ratio of luminance component is higher than chrominance component. The pro-
posed algorithm implemented for luminance and chrominance component separately.
The PSNR calculation for color image given in equation 22.

AYCbCr =
 0.30 0.59 0.11

−0.17 −0.33 0.50
0.50 −0.42 −0.08

 (20)

BRGB =
 1/3 1/3 1/3

1/
√

6 0 −1/
√

6
1/3

√
2 −√

2/3 1/3
√

2

 (21)
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5: Gray image dictionary matrix during algorithm iterations
(a) K=1 (b) K=3 (c) K=6 (d) K=9 (e) K=13 (f) K=16 (g) K=19 (h) K=22

PSNR = 10 log10
(2b − 1)2

3 ∗ MSE
(22)

The proposed algorithm and other algorithms are implemented in MATLAB for color
image processing. Three standard color images were used for comparison are Barbara,
Baboon and Peppers. Fig. 7 is de-noising result of the proposed algorithm and other
algorithms for standard Barbara color image of 10 percentage of pixels corrupted by
random value impulse noise. Fig. 7 (a) is original image, Fig. 7 (b) is 10 percentage of
pixels corrupted by the random value impulse noise. Fig. 7 (c), (d), (e), (f), (g) and (h)
are the de-noising output of WMF, PSMF, DBA, NAFSM, DL-INR and the proposed
algorithm. Fig. 7 (c) and (d) contains few unfiltered noisy pixels and Fig. 7 (e) and (f)
has many unfiltered noisy pixels, which is visible throughout the images. Spatial domain
algorithms results were shown in Fig. 7 (g) and (h). Both algorithm results are similar
but the proposed algorithm has better PSNR value than DL-INR algorithm.

Fig. 8 is de-noising result of standard baboon color image. Fig. 8 (a) is original image,
Fig. 8 (b) is 20 percentage of pixels corrupted by random value impulse noise. Fig. 8 (c),
(d), (e), (f),(g) and (h) are the de-noising result of WMF, PSMF, DBA, NAFSM, DL-INR
and the proposed algorithm. Fig. 8 (c), (d), (e) and (f) are the spatial domain algorithm
results, Fig. 8 (g) and (h) are sparse domain algorithm results. Algorithm DBA, NAFSM
leaves few unfiltered pixels in the image. Output of WMF is smoothed and blurred.
PSMF and DL-INR has better results than other algorithm, their PSNR value is less than
the proposed algorithm.

Fig. 9 is de-noising result of standard Peppers color image. Fig. 9 (b) is 30 percentage
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6: Gray image dictionary matrix for different noise densities
(a) NP=10 (b) NP=20 (c) NP=30 (d) NP=40 (e) NP=50 (f) NP=60 (g) NP=70
(h) NP=80

pixel corrupted by the random value impulse noise. Fig. 9 (c), (d), (e), (f),(g) and (h)
are the de-noising result of WMF, PSMF, DBA, NAFSM, DL-INR and the proposed
algorithm. Output of DBA shows streaking effect for image beyond 30 percentage pixels
corrupted by the noise. Output of NAFSM and PSMF has many unfiltered noisy pixels.
DL-INR output is smoothed and its PSNR value is less than the proposed algorithm.
WMF has better output, it has less PNSR value than HD-NR.

PSNR values for the algorithm is tabulated in Table 10, 11, 12, 13, 14 and 15.
Table.10, 11, 12 is tabulation for PSNR value and image is corrupted by the random
value impulse noise. Table 14 and 15 is tabulation for PSNR value of fixed value impulse
noise corrupted color images. From Table 10, 11 and 12 the PSNR value of the proposed
algorithm is significantly higher than other algorithms for all noise percentages. For
fixed value impulse noise corrupted images, PSNR value higher by minimum of 0.5db
than other algorithms as shown in Table 14 and 15.

Fig. 10 and 11 are color dictionary learned by the proposed algorithm. Fig. 10 is
dictionary learned during different iterations of the proposed algorithm. For iterations
K=1, learning from corrupted image is minimal, for K=16 maximum information is
learned from corrupted image and after 16th iterations dictionary value not changes
significantly. Fig. 11 is dictionary learned for various noise percentage of pixels corrupted
by the fixed or random value impulse noises. For low noise percentage pixels corrupted
by the fixed value impulse noise, Fig. 11 (a) shows that dictionary learning is high
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Table 10: PSNR values for barbara color image corrupted by random value impulse
noise

Noise %/
10 20 30 40 50 60 70 80

Algorithm
WMF 26.58 24.79 24.18 23.09 21.79 20.05 17.98 15.94
PSMF 27.27 25.06 23.74 22.85 21.75 20.11 17.84 15.57
DBA 25.48 21.17 18.52 16.53 14.94 13.64 12.53 11.58

NAFSM 18.92 15.84 14.08 12.88 11.90 11.06 10.44 9.810
DL-INR 30.47 28.16 25.39 22.74 19.87 17.23 15.50 14.67
HD-NR 35.93 32.29 29.52 27.25 25.24 23.54 22.18 21.23

Table 11: PSNR values for baboon color image corrupted by random value impulse noise
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 21.30 20.00 19.71 19.27 18.66 17.76 16.40 15.08
PSMF 21.69 20.67 19.89 19.27 18.66 17.58 16.12 14.77
DBA 23.70 19.78 17.10 15.24 13.75 12.49 11.44 10.59

NAFSM 18.84 15.82 14.00 12.77 11.79 11.05 10.37 9.770
DL-INR 24.69 22.41 20.75 19.40 17.76 16.20 15.02 14.36
HD-NR 27.87 25.39 23.70 22.52 21.64 20.66 19.88 19.17

Table 12: PSNR values for peppers color image corrupted by random value impulse
noise

Noise %/
10 20 30 40 50 60 70 80

Algorithm
WMF 30.02 26.95 25.61 23.54 21.44 18.92 16.34 14.15
PSMF 27.17 25.00 23.58 22.31 20.99 19.02 16.26 13.89
DBA 23.70 19.78 17.10 15.24 13.75 12.49 11.44 10.59

NAFSM 17.13 14.44 12.89 11.72 10.89 10.12 9.540 8.990
DL-INR 29.72 27.20 24.52 21.99 18.76 15.78 13.92 12.94
HD-NR 34.70 31.12 28.7 26.22 24.18 22.48 20.9 19.9
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 7: Denoising results for 10 % of pixels corrupted by the random value impulse
noise (a) Original Barbara Image (b) fixed value impulse noise corrupted image (c) WMF
(d) PSMF (e) DBA (f) NAFSM (g) DL-INR (h) The proposed algorithm.

and noisy pixels percentage increases learning from corrupted image decreases. For 80
percentage of pixels corrupted image the learning is insignificant. Learning decreases
when noise increases more than 30 percentage of image pixels.

5. Discussion

This algorithm has many parameters, like batch size (N), number of atoms in dictionary
(M), dictionary learning rate (β), fidelity term (α), coefficient learning rate (µ), maximum
eigen value (γ ), and number of iterations (K). To obtain the best PSNR value from the
algorithm, setting the optimum value for the above parameters is important. Subsection
5.1 discuss about the parameters and its optimum values. Subsection 5.2 discusses about
the computation time required for the algorithm and compares the computation time of
other algorithm.

5.1. Parameter selection

The foremost parameter in this paper is dictionary size. The dictionary size is number of
elements in a basis or atom is M and number of atoms in a dictionary is N. To find a best
M and N value, M and N values are varied from 36 to 196 and 36 to 256 respectively.
From Fig. 12, for M=81 the proposed algorithm has highest PSNR value of 43.5 and for
other M values PSNR value is less than the highest value. From Fig. 13, for N = 144 the
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 8: Denoising results for 20 % of pixels corrupted by the random value impulse
noise (a) Original Baboon Image (b) fixed value impulse noise corrupted image (c) WMF
(d) PSMF (e) DBA (f) NAFSM (g) DL-INR (h) The proposed algorithm.

proposed algorithm has highest PSNR value of 43.52 and for other values of N, PSNR
value is less than the highest value. For this algorithm M and N values are fixed as 81
and 144.

The next parameter to be tuned is number of iterations(K). The number of iterations
required for de-noising detail batch and coarse batch of the noisy image is determined
by plotting number of iterations (K) against the PSNR value for each iteration. Fig. 14
shows the PSNR values for the various number of iterations. Number of iterations varied
from 1 to 50. For K value 21 PSNR value is maximum than any other value. The number
of iterations for the algorithm is fixed as 21.

µ value is 0.007 after calculating PSNR value from Fig. 15. For µ value 0.007, PSNR
value is high for all images. µ value is calculated for House, Girl, Airplane, Barbara,
Boat and Baboon gray images.

β is a learning parameter for dictionary A. Value of β determines the rate of learning
or updation rate for the dictionary. To improve PSNR value using β and fast learning of
dictionary from the noisy image. Fig. 16 is graph between β and PSNR value. β varied
from 0.001 to 0.010. For β value 0.004 image has highest PSNR value than any other β

value. so β value is fixed at 0.004.
Image is divided into detail part and coarse part. Detail part of image contains high

frequency pixels or many edges. This part of image batches are called detail part image
batches. Coarse part of image batches are called as coarse part image batches. To
separate a coarse part image batches from detail part image batches, threshold value T
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 9: Denoising results for 30 % of pixels corrupted by the random value impulse
noise (a) Original Lena Image (b) fixed value impulse noise corrupted image (c) WMF
(d) PSMF (e) DBA (f) NAFSM (g) DL-INR (h) The proposed algorithm.

is used. If noise free pixels minimum and maximum value difference is less than the
threshold value T, then the batch is classified as coarse part image batches, if difference
is greater than the threshold T, it is called detail part image batches. The threshold value
is determined after plotting the PSNR value against the threshold value T as shown in
Fig. 17. The threshold value is fixed at T = 45 from figure.

α value used to balance between number of non-zero sparse coefficient and accurate
sparse representation of the image as in equation 2. In this algorithm two separate
dictionaries were used for detail part batches of the image and coarse part batches of the
image. Table 16 shows the α value for the detail part batches of gray image. Table 17
shows the α value for the coarse part batches of the image. These α values are determined
by iterating the algorithm for various values of α value by steps of 0.001.

Maximum eigen value is represented by greek alphabet γ and it is depends on initial
dictionary value assigned. Initial dictionary values considered here are DCT, DST,Walsh,
Haar, Hadamard and random values. For detail parts of batches, may have any one of the
initial values. For coarse parts of batches can have DCT or Haar transform coefficient as
a initial values. Fig. 18 and 19 shows γ value for various iterations of algorithm. When
DCT matrix as a initial matrix, Fig. 19 is a plot between number of iterations and γ

value for coarse and details parts of image batches. Details part image batches has a high
variation in the γ value than coarse part of image batches. Coarse parts of image batches
shows less variation in the γ value. Fig. 18 is plot for γ when initial dictionary values
for both coarse and details parts of image batches is random value. From plots details
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Table 13: PSNR values for barbara color image corrupted by fixed value impulse noise
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 26.32 24.86 24.15 22.82 22.63 20.28 16.62 11.79
PSMF 28.66 26.50 25.23 24.06 23.11 21.46 18.33 12.93
DBA 29.33 28.12 26.71 25.43 24.12 22.87 21.45 19.81

NAFSM 34.39 31.17 29.09 27.47 26.14 24.93 23.87 22.52
DL-INR 31.20 28.40 25.95 23.75 21.40 18.61 15.70 14.61
HD-NR 34.92 31.87 29.72 27.83 26.96 25.73 24.65 23.12

Table 14: PSNR values for baboon color image corrupted by fixed value impulse noise
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 21.15 19.88 19.56 18.95 18.68 17.49 14.86 11.19
PSMF 21.86 20.68 19.96 19.38 18.75 17.91 16.12 12.30
DBA 23.41 22.79 21.91 20.91 19.88 18.98 18.05 16.93

NAFSM 29.22 25.95 24.06 22.57 21.49 20.33 19.34 18.39
DL-INR 24.41 22.28 20.88 19.77 18.62 17.14 15.04 14.18
HD-NR 29.98 26.80 24.62 23.39 22.10 20.88 20.24 19.58

parts of image dictionary varies for larger range than coarse parts of image dictionary.
X represents the sparse coefficient of the image. Table 18 shows the average num-

ber of non-zero coefficients in the sparse coefficient matrix. The number of non-zero
coefficient in a column or atom of the sparse matrix is 45.55 for 10 percentage of pixels
are corrupted by impulse noise. Almost 30 percentage of the coefficients are non-zero
and if 80 percentage of pixels are corrupted by the impulse noise, number of non-zero
coefficient is 0.20. It shows that ability to learn from noisy image is decreases with
increase in noise pixel percentage in the image. For optimal learning of dictionaries at
least 50 percentage of pixels to be noise free.

Table 15: PSNR values for peppers color image corrupted by fixed value impulse noise
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 29.41 27.08 25.72 23.75 22.87 20.46 16.30 11.58
PSMF 27.33 25.06 23.10 22.17 21.41 20.61 17.66 12.61
DBA 27.10 26.77 25.04 23.87 23.28 22.03 20.47 18.60

NAFSM 27.89 27.26 26.46 25.83 24.99 24.17 23.25 22.11
DL-INR 29.71 27.64 25.36 23.31 20.81 17.93 14.14 12.88
HD-NR 31.67 29.49 27.46 26.71 25.86 24.87 23.93 22.79



A Hetero Dictionary Learning Based Noise Removal in Gray and Color Images  29671

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 10: Color Dictionary matrix during algorithm iterations
(a) K=1 (b) K=3 (c) K=6 (d) K=9 (e) K=13 (f) K=16 (g) K=19 (h) K=22.

Table 16: α value for detail part batches of gray images
Noise % 10 20 30 40 50 60 70 80

α 0.8456 0.7569 0.6995 0.6345 0.5423 0.4683 0.3584 0.2977

Table 17: α value for coarse gray image batches
Noise % 10 20 30 40 50 60 70 80

α 0.7869 0.7369 0.6795 0.6045 0.5123 0.4283 0.3284 0.2877

Table 18: Sparse coefficient for gray image
Noise %/

10 20 30 40 50 60 70 80
Image
Lena 45.55 42.34 39.52 33.76 24.60 13.23 2.550 0.200

Airplane 45.55 42.34 39.52 33.76 24.60 13.23 2.550 0.200
House 34.95 30.07 26.63 22.26 15.34 8.280 1.360 0.170

Barbara 43.40 39.62 36.51 30.86 20.81 11.73 1.870 0.210
Baboon 53.45 44.58 38.69 30.39 17.54 9.000 1.420 0.210
Peppers 47.55 43.81 40.42 33.49 24.77 14.07 2.470 0.210
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 11: Dictionary matrix for different noise density in the image
(a) NP=10 (b) NP=20 (c) NP=30 (d) NP=40 (e) NP=50 (f) NP=60 (g) NP=70
(h) NP=80

Figure 12: Number of elements in an atom or basis based on PSNR value

5.2. Computation Time

The proposed algorithm was implemented in MATLAB2007 with computer containing
an Intel Core2 Duo T7500 processor at 2.00 GHz speed and 2GB DDR RAM. Average
time was calculated for lean image of 10 experiments per noise level, for both impulse
and random value noise being tested and tabulated in Table 21. Image size was restricted
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Figure 13: Number of atoms in a dictionary A based on PSNR value

Figure 14: Determination of number of iterations required for the algorithm

Table 19: Sparse coefficient for color image
Noise %/

10 20 30 40 50 60 70 80
Image
Lena 39.08 36.29 33.54 28.15 19.20 11.03 1.800 0.200

Airplane 26.68 23.44 21.14 17.19 10.67 5.650 0.860 0.090
House 34.21 27.45 23.97 19.38 12.75 6.790 1.040 0.130

Barbara 44.85 42.64 38.31 32.84 21.72 12.61 2.220 0.210
Baboon 56.64 46.30 38.84 29.87 17.38 8.880 1.350 0.190
Peppers 44.35 40.79 38.67 33.24 23.08 12.84 2.080 0.200

to uniform 256 × 256. From Table 21, NAFSM algorithm has very less time than other
algorithms, due to impulse noise detection in spatial domain is simplified to 0 and 255
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Figure 15: Plot to determine the µ value for soft thresholding

Figure 16: Plot to determine the β value for dictionary learning

Table 20: Sparse coefficient for gray image (coarse part)
Noise %/

10 20 30 40 50 60 70 80
Image
House 8.82 8.49 8.00 7.52 7.15 5.65 3.30 0.97

values, it performs poorly for random value impulse noise. NAFSM, DBA and WMF
has lesser execution time than other algorithm, but their PSNR value is significantly less
than the proposed algorithm. PSMF has moderate computation time than spatial domain
algorithms, its PSNR value is far less than those algorithms. The proposed algorithms
computation time is less than the DL-INR algorithm.
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Figure 17: Threshold value to separate detail and coarse image batches

Table 21: Computation time
Noise %/

10 20 30 40 50 60 70 80
Algorithm

WMF 3.460 9.480 9.070 9.090 14.58 17.04 14.92 14.62
PSMF 18.58 14.49 21.48 14.57 23.18 16.59 20.35 15.27
DBA 2.370 2.400 2.390 2.390 2.400 2.360 2.370 2.400

NAFSM 0.510 0.870 1.240 1.620 1.990 2.390 2.730 3.090
DL-INR 369.63 368.95 372.54 364.69 364.68 364.07 361.66 362.24
HD-NR 98.16 96.98 102.34 103.14 96.56 91.94 92.82 99.00

Figure 18: Maximum eigen value for random initial value as dictionary value

6. Conclusion

Two different dictionaries for coarse and details parts of image, improves the PSNR
values, preserves the edges and details. Two different dictionaries requires two different
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Figure 19: Maximum eigen value for DCT matrix as a initial dictionary value

soft thresholding methods. Two different initials values used for coarse and detail parts
of image. Two different dictionaries methods improves a quality of image and also gives
idea about complex dictionary implementation for sparse representation. The proposed
algorithm performs in terms of metrics like PSNR and SSIM than other algorithms in
sparse and spatial domain.
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