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Abstract 
 

Experts have estimated that breast cancer is diagnosed in about one out of 
every eight women. At present mammography is the most efficient tool for the 
screening of breast cancer and studies show that misinterpretation is an 
important cause of missing breast cancer. In this paper we propose a computer 
aided detection system to identify changes in temporal mammographic images 
which would aid radiologists in the early and accurate detection of 
mammographic lesions. This system involves pre-processing, registration, 
generation of difference image and the analysis of difference image to obtain 
the changed and unchanged regions of the lesion. The novelty of this research 
work is to effectively find changes in mammogram images obtained from 
consecutive screening rounds using fuzzy c-means (FCM) clustering. The 
efficiency of FCM is compared with K-means clustering using overall error 
(OE) and kappa coefficient (KC). Experimental results show that the proposed 
method is a better alternative to the K-means clustering method. These 
techniques have been tested on mammogram images obtained from a private 
hospital. 
 
Keywords: Temporal, Mammograms, Change Detection, Fuzzy c-Means, k-
Means, Difference Image. 

 
 
1.Introduction 
Breast cancer is the most general cause of cancer in women all over the world and 
premature detection and treatment of breast cancer is the most effective method of 
reducing morbidity and mortality. At present mammography is the most efficient tool 
for the screening of breast cancer. Studies have shown that radiologists can fail to 
recognize a substantial proportion of abnormalities and hence a large number of 
computer aided detection (CAD) techniques are required to improve the accuracy of 
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interpretation [1]. Temporal mammograms refer to mammograms of a single patient 
from two consecutive screening rounds. The most recent mammogram is called the 
current mammogram and the mammogram from an earlier screening round is called 
the prior mammogram. The use of temporal information can help improve the 
detection performance of a CAD system by bringing to attention subtle signs of 
malignancy which can be overlooked if the previous mammogram is not available for 
comparison. Computerized image change detection is especially useful in cases where 
the changes in mammogram images are difficult to notice by radiologists. In the 
technique proposed, automatic detection of lesions is carried out using adaptive 
thresholding and the regions where change has occurred is determined by means of 
fuzzy c-means clustering. 
 
 
2. Literature Survey 
A number of studies have been carried out in the recent years to evaluate and develop 
computer aided detection and diagnosis programs in order to assist radiologists in the 
detection of breast cancer. Warren Burhenne et al. [2] conducted a survey with 1000 
screening mammograms and studied the benefit of CAD system in detection of 
initially missed cancer. Karssemeijer et al. [3] estimated the potential contribution of 
computer aided detection systems using screening mammograms of 500 cases. Helvie 
et al. [4] performed a study with 13 radiologists to evaluate the additional effect of 
using CAD on a dataset consisting of mammograms from 2,389 patients. These 
studies indicate a potential for CAD to help the breast radiology community while 
detecting breast cancers.  
     CAD systems that use a single image to characterize mass lesions have been 
considered by Chan et al. [5] and Huo et al. [6].Studies have shown that the detection 
of mass lesions by radiologists improve when comparing the current view with prior 
views [7], [8]. The purpose of the proposed paper is the analysis of two co-registered 
mammographic images that are taken at two different times. The analysis aims to 
discriminate the two classes - changed and unchanged regions in the images [9]. In 
this paper, the procedure for change detection in mammographic images involve three 
main steps namely 1) Image pre-processing on both the current and prior 
mammogram images. 2) Generating the difference image (DI) from temporal 
mammogram images using differencing technique. 3) Analyzing the difference image 
using fuzzy c-means clustering. The proposed CAD system processes mammograms 
that are obtained from consecutive screening rounds.  
     The paper is organized in the following manner. We first describe the initial CAD 
program and the segmentation process in section 3 and 4 respectively. Then we 
explain the generation and analysis of difference image in section 5. Experimental 
results and conclusion are provided in section 6 and 7 respectively. 
 
 
3. Pre Processing 
Image pre-processing is necessary in order to find the orientation of the mammogram, 
for the purpose of noise removal and to enhance the quality of the images. Fig. 1 
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shows a pair of temporal mammograms with the corresponding current and prior 
views. Prior to the application of any mammogram image analysis algorithm, a 
number of pre-processing steps are crucial to limit the search for abnormalities 
without excessive impact from background of the mammogram images. 
  

 
(a)            (b) 

 
Figure 1: Pairs of Temporal Images. Left And Right Images Correspond To Current 

and Prior Views 
 

     Pre-processing is applied to all the prior and current mammogram images. We start 
with global registration of the current and prior mammograms by applying the centre 
of mass alignment technique [10]. This registration process is used to correct the 
horizontal and vertical translations present between the current and prior images that 
may have occurred during the acquisition process. We next enhance each image 
separately. Further pre-processing steps involve the following: a) removal of noise b) 
suppression of radiopaque artifact c) removal of pectoral muscle.  
     The process of the image formation, transmission, receiving and processing 
involves various types of unavoidable disturbances. The kinds of noise that corrupt 
the mammogram images are quantum noise, additive gaussian noise and impulse 
noise. Quantum noise occurs in the mammogram images during acquisition due to 
low-count X-ray photons. In order to reduce the effect of such noise contrast 
enhancement is applied on the image. Impulse noise forms the main cause of error as 
this noise is present owing to bit errors during transmission. 
     The two kinds of impulse noise are random valued noise and salt and pepper noise. 
In mammograms salt and pepper noise largely corrupts the images where the 
degraded pixels take either the maximum or minimum gray level value which then 
leads to severedegradation of image quality and the loss of fine details. The objective 
of noise suppression in such corrupted images is to filter the specks of salt and pepper 
so that the noise free image is fully resorted with minimum signal distortion. In the 
proposed paper the salt and pepper noise is eliminated using median filtering [11]. 
Median filtering is particularly suitable since it is able to smooth the non-repulsive 
noise from images without blurring of the edges and thus preserves the details in the 
image. 
     In this paper we further use histogram equalization and morphological operations 
to remove radiopaque artifacts, eliminate digitization noise and to make the hidden 
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features of the image more visible. Seeded region growing (SRG) [12] based 
segmentation is used to remove the pectoral muscle in order to highlight the region of 
breast profile for use in computer aided detection algorithm. Fig. 2 shows the result of 
the pre-processing steps followed by SRG algorithm performed on the current and 
prior images. 
 

         
(a)                                 (b) 

 
Figure 2: Pectoral muscle segmentation using SRG. (a) Current image after SRG. (b) 

Prior image after SRG. 
 
 
4. Segmentation 
Detection of mass lesion is performed on multiresolution images using the technique 
of adaptive thresholding [13]. In this technique we combine the coarse segmentation 
thresholding process and the fine segmentation thresholding process. Coarse 
segmentation technique is used to obtain a rough local position of suspicious lesions 
present in the mammogram images. Fig. 3 shows the coarse segmented images for the 
current and prior images. In this paper we use tophat filtering technique to perform 
coarse segmentation. Tophat filtering is performed twice on the same image using a 
disc shaped structuring elements having a different radius each time. The radius of the 
structuring element is decide 
 

        
(a)                                    (b) 

 
Figure 3: Images after coarse segmentation. (a) Segmented current image. (b) 

Segmented prior image 
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taking into consideration the size of the lesions present. The coarse segmented image 
is obtained by differencing the resultant images. After performing the coarse 
segmentation, we implement a window-based adaptive thresholding to perform fine 
segmentation. In fine segmentation thresholding technique the threshold is calculated 
for each pixel separately and hence it is a form of local segmentation. Using fine 
segmentation we obtain a more precise segmentation result of suspicious lesions. Fig. 
4 shows the fine segmented results for the current and prior images. 
 

         
(a)                                 (b) 

 
Figure 4: Images after fine segmentation. (a) Segmented current image. (b) 

Segmented prior image. 
 
 
5. Generation of Difference Image 
The process of change detection includes the generation of the DI and the analysis of 
it. The DI is generated by conventional simple differencing. The next step is analysis 
of DI. The purpose of the DI analysis is to distinguish the changed class from the 
unchanged one, and the process actually belongs to the domain of image 
segmentation. Fuzzy c-means clustering is a well-known and popular technique for 
performing image segmentation. 
 
 
6. Fuzzy C-Means Clustering 
The Fuzzy C-means algorithm is widely used in pattern recognition, clustering and 
image analysis. It is a process of clustering which allows data elements to group into 
two or more clusters and assigns membership levels associated with each element. 
The main aim of FCM is to cluster the data sets such that the similarity of data 
elements is maximized within each cluster and is minimized in different clusters. Its 
main objective is to minimize the following objective function ‘J’ in equation (1). 
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where, ݉ is the fuzziness exponent and ݑ௜௝ represents the degree of membership of 
the d- dimensional measured data xi in the ݆௧௛cluster. ௝ܿis the cluster’s dimension 
center and ∥*∥ is a norm that expresses the similarity between the center and a data 
value. 
     In Fuzzy partitioning membership ݑ௜௝ by (2) and the center of the clusters ௝ܿby (3) 
are updated after every iteration. 

 

 

                                        (2)  
     
 

 
                                                                                    (3) 
                                                                                                                   
 
 

 
The iteration will stop when, 
௜௝ݔܽ݉  ൌ ൛หݑ௜௝௞ାଵ െ ௜௝௞ݑ หൟ ൏ ε                                                                    (4) 
 
 
 
 
 
Algorithm 

1. Initialize the matrix ܷ ൌ  .௜௝൧, ܷሺ0ሻݑൣ
2. Calculate the center vectorsܥሺ݇ሻ ൌ  .௝൧ with ܷሺ݇ሻ at k-stepܥൣ
3. Update ܷሺ݇ሻ, ܷሺ݇ ൅ 1ሻ 
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4. Stop if,ฮݑ௜௝ሺ݇ ൅ 1ሻ െ ௜௝ሺ݇ሻฮݑ ൏ εotherwise go back to step 2. 
 
 
7. K-Means Clustering 
K-means clustering is a simple partitioning method which partitions ‘n’ 
observations/data into ‘k’ mutually exclusive clusters in which it assigns each 
observation to a particular cluster with the nearest centroid. For a particular 
observation set denoted by (x1,x2,…..xn), where each of the given observation is a d-
dimensional real vector, the K--means clustering algorithm partitions ‘n’ given 
observations in to ‘k’ sets where the value of k is less than the value of n, {S = S1, 
S2,…,Sn} to minimize the equation in (6)      arg ݉݅݊ௌ ∑ ∑ ԡݔ െ ௌ௞௜ୀଵא௜ԡଶ௫ݑ                                                                                            (6) 
     Where, ݑ௜is the mean value of Si. The number of cluster, k is assumed to be fixed 
in K-means clustering. 
 
Algorithm 
Given the cluster number k, the algorithm yields by alternating between the 
assignment step and the update step. 

1. Step for Assignment: Each data point is assigned to the cluster with the nearest 
centroid using equation (7).      ݏ௜ ൌ ሼݔ௜: ԡݔ௝ െ ݉௜௧ԡ ൑ ԡݔ௝ െ ݉௜௧ԡ׊௜ൌ 1 … ݇      (7) 

2. II. Update Step: Calculating the new centroid of the cluster using equation (8) 
      ݉௜௧ାଵ ൌ ቀ ଵ| ௦೔ |ቁ ∑ ௌ೔א௝௫ೕݔ                                                                                                       (8) 

1. Select k points (k=2 in this case) randomly from the data set as the points 
denoting initial centroids. 

2. Obtain k clusters by associating every point with the closest centroid. 
3. Now compute the centroid of each cluster. 
4. Repeat steps (2) and (3) until it converges. 

 
 
8. Experimentation Result 
The results of the experiments are shown by providing some values of criteria to 
evaluate the algorithm [9]. The total number of the pixels N present in the ground 
truth provided by the radiologist is first calculated. Then, using the ground truth, the 
number of pixels that actually belong to the class – unchanged, Nu, and the class – 
changed, Nc is determined. The ground truth is also compared with the image 
generated from the above approach pixel by pixel. From the above comparison the 
number of False Positive (FP) pixels(pixels that belong to the unchanged class but are 
incorrectly classified as those belonging to the changed class) and the number of False 
Negative (FN) pixels (pixels that belong to the changed class but are incorrectly 
classified as those belonging to the unchanged class) are determined. Another two 
values that represent the number of correctly detected unchanged and changed pixels 
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are written as True Negative, TN and True Positive TP, respectively and are defined 
as (9). 

 

 

                                                                                                                     (9) 
     In order to evaluate the results obtained further, the overall error (OE) is 
determined. The OE is defined as (10). 

 

                                                                                                                   (10) 

 

        Table 1: Evaluation Criteria Using Fuzzy C Means 
 

Criteria Value 
TP 316 
TN 
OE 

65214 
ܥܭ 6 0.9905

 
                         Table 2: Evaluation Criteria Using K Means 

 
Criteria Value 
TP 108 
TN 
OE 

65410 
18 

KC 0.9229 
 
     Moreover, the Kappa coefficient (KC) is used as an overall evaluation criterion. 
KC is calculated as (11): 

 

 

                                                                                                                (11) 
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     The usual range for the value of KC is found to be 0 to 1. Here PRE is a measure 
of chance agreement and PCC is the percentage correct classification measure. From 
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the above equation we note that KC is influenced by the dependent values of TP and 
TN, whereas PCC is influenced by the summation of TP and TN values. The main 
criteria values of evaluation on application of fuzzy c means are organized in tabular 
form in Table 1. The analysis of the difference image is repeated using k-means 
clustering for the purpose of comparison and the result is organized in Table 2. 
 
 
9. Conclusion 
At present mammography is the most efficient tool for the screening of breast cancer 
and studies show that misinterpretation is an important cause of missing breast cancer. 
The contribution of our work is to effectively find changes in mammogram images 
obtained from consecutive screening rounds which can prompt the radiologist for 
further diagnosis. Experimental results show that fuzzy c-means is a better technique 
in successfully classifying the difference image into changed and unchanged class in 
comparison with k-means technique. The overall error in identification of changed 
pixels is lower in case of fuzzy c-means clustering compared to k-means clustering 
and the value of KC is greater in case of FCM indicating better segmentation. As an 
extension of this work we will be developing an effective automated system capable 
of classifying the tumor into malignant and benign which would help the radiologist 
in early detection of breast cancer. 
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