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Abstract 
 

Day to day network size gradually increased due to increase the need of 

networks. By using the basic tools we cannot able to troubleshoot the network 

errors effectively within the time. At the same time one of the major problem 

is to identify the problem location also major difficult in large data centers. 

Administrator using the rudimentary tools such as ping and trace route not 

able to identify the fault location, functional and performance problem. We 

proposed an automated network packet testing to identify the network 

problems and fault localization. Dynamic contents are used to identify the 

collision queue in the network it easy to analyze the problem to debugging 

network. Finer-grained test agents are used to identify the root cause for the 

congestion disappears in the short time. The model is used to generate the 

minimum number of test packets to identify the link in the network and 

maximum number of test packets is used to exercise the every rule in the 

network.  

 

Keywords: Data plane analysis, network model, troubleshooting, test packet 

selection and generation. 

 

 

Introduction 
Real world" mostly the types of bandwidth consumption will be too much of large 

depends on the number of factors such including overall usage, of the time per day, a 

customer might be running number of applications at a time.  
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For example, downloads would be have to be completed within that time, many 

users are accessing the network shared resources and information at the same time. 

Also the congestion management majority of streaming and downloading data will 

not exceeds the threshold limits Now a day’s majority of long running applications 

such as VoIP, videoconferencing, downloading the videos etc will continuously 

increase the network overloading. 

Our new congestion and collision technique is based on monitoring network 

activity by using the test agents. The goal is to avoid congestion and collision on our 

network that is caused by the heaviest users. The technique is different from the 

current AUP policy and other techniques, Computer Networks are like a phone 

system which exchange the common resources and information’s in the network. 

Basic outline is surprisingly simple, complex details worth knowing the basics; you 

are using the network constantly. Send image from one computer to another on 

Ethernet wired connection or wireless. e.g. 50KB image.jpg 50,000 bytes. How this 

data will be send through the wire? Packets which divides and send it in the network. 

 

Multiple Computers - Ethernet LAN Design 

Ethernet will contain every system to send and received the data in the network 

through wired or wireless. Every Ethernet contain the MAC address. Every computer 

has a unique address on the wire. Packet includes adding of port number, MAC 

Address, Sender and recipient. Sender waits for period of silence on the wire, sends 

packet. Packet spreads out on wire, reaching all computers. More "broadcast" than 

"send". Receive: All computers listen to the wire all the time .Pick out packets 

addressed to them, ignore other packets  

 

Ethernet Collision 

Collision will happen only when the two or more computers transmit the data at a 

time. Data collides will happen on the wire. If sender finds any collision in the 

network up to clear he also to stop sending particular period of time and send in the 

network. 

 

Congestion 

A packet is transferred from generators to retailers and large customers along a 

transmission medium in the network. Congestion is what happens when there is a 

bottleneck somewhere on this network. That is, whenever a particular element on the 

network (e.g. a line or transformer) reaches its limit and cannot carry any more 

packets than it is carrying already, it is “congested”. Packets flows across the whole 

network taking whichever paths are available. From the sender sends packet to the 

receiver it flows along multiple paths to where it is consumed at point C. Congestion 

has commercial consequences and in particular creates risks for sender and receiver. 

Congestion occurs because there are physical limits to the network’s ability to 

carry packets. There are also security limits, designed to maintain the integrity of the 

system. If there were no limits, there would be no congestion. The ability of the 

network to carry data is known as its “transfer capability”. Transfer capability is not a 

simple concept. It is neither a single “amount”, nor is it fixed. Instead it depends on a 
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complex range of factors and varies from one moment to the next, dynamically 

responding to changing conditions. Broadly, we can say that at any moment in time 

transfer capability is governed by:  

1) Security and reliability parameters. 

2) Patterns of generation and demand.  

3) The availability of transmission elements.  

4) The availability of contracted Network Support and Network loading control. 

5) The technical design limitations of individual network elements their 

“capacity”.  

Congestion is therefore specific to a pattern of data flows, to the capability of the 

transmission system, and to a point in time. Congestion might emerge at a location in 

one five-minute dispatch interval, but disappear in the next interval. This might 

reflect, for example, changes in the patterns of generation or demand, or changes in 

transmission capabilities 

 

Causing of Congestion 

Input traffic rates which exceeds the capacity limits. The arriving of three inputs 

which needs to send the same output line. Insufficient memory to hold all the packets, 

the packet loss increase in the network. 

 

 
 

Figure 1: Load Increase in Router 

 

The routers are too slow to perform the multiple task (queuing buffers, updating 

tables, etc.). The routers' buffer is too limited. So the traffic rate will be increased. 

 

Definitions 

Packet: Packet is a unit of data defined by a (port, header) which is routed between 

the source and destination in the network or internet.  

Switch: Switch is a device working in a data link layer of the OSI model. It is used 

to connect together on a network, it contains the CAM (Content Addressable 

Memory) table to store the forwarding entries. First time only it broadcasts the 

messages to the whole network, it stores the corresponding port number and MAC 

adders to the CAM table. Next time onwards it unicast the messages to a particular 

address. So time will reduce and no collision will occur. 

Router: It is a networking device which used to connect between two different 

network routers are mainly classified two type’s modular and non-modular router. 
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Rules: It generates the list of output packets corresponding to the outgoing port 

numbers. It is essential for rule defined in the region of header space analysis of 

ingress and transformed to the region of header space at the egress. 

Port number: It is a number used to identify which service is provided by the 

protocol. It ranges from 0 to 65535 port numbers are used. From 0 t0 1024 port 

numbers are reserved 

Switch Transfer Function: T model network devices like a switch or router 

contains a forwarding rule that determines how the packets are processed in the 

networks. 

Topological transfer Function: It decides which pair of ports’ source and 

destination are connected by links which rules forward packets from source and 

destination without any modification. 

 

Existing System 

We are unaware of earlier techniques that automatically generate test packets from 

configurations. The closest related works we know of are offline tools that check 

invariants in networks. In the control plane, NICE attempts to exhaustively cover the 

code paths symbolically in controller applications with the help of simplified 

switch/host models. Facing this hard problem, network engineers deserve better tools 

than ping and traceroute. In fact, in other fields of engineering, testing tools have been 

evolving for a long time. For example, both the ASIC and software design industries 

are buttressed by billion-dollar tool businesses that supply techniques for both static 

(e.g., design rule) and dynamic (e.g., timing) verification. In the existing network 

debugging based on the test packet generation minimal set of packets that sends 

particular regular interval of time to check the network problems if any fault occurs in 

the network by using the fault localization algorithm using the maximal test packets. 

It is also used to functional and performance problem in the network. In the system if 

any internal states change in the network while monitoring the system, it makes 

confusion by the test packets and internal changes packet. By using the static check 

we cannot able to analysis the performance test and also by using the static checking 

its take more time to resolve the problem. The ping, traceroute are the most popular 

tools. When asked what the ideal tool for network debugging would be, 70.7% 

reported a desire for automatic test generation to check performance and correctness. 

Some added a desire for “long running tests to detect jitter or intermittent issues”, 

“real-time link. To overcome the limitations, we use the dynamic contents to separate 

collision on the online monitoring system. “Capacity monitoring”, and “monitoring 

tools for network state”. The other tools are also used to monitor the network based on 

the organizational requirements. Software defined network, which used to debug the 

software faults. Network admin is getting difficult to debug the network.  

The mapping between Min-Set-Cover and network monitoring has been previously 

explored in the previous systems. ATPG improves the detection granularity to the rule 

level by employing router configuration and data plane information. Furthermore, 

Test packets not only find the liveness of the network it also find the performance of 

the network and functional analysis. 
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Disadvantages  

1. There is no automatic packet generation(Manual) 

2. There is no normal forwarding rules, instead all are restricted rules 

3. No any separate mechanism to identify localize the fault. 

4. This system never users the header space framework. 

 

 

Proposed System 
Based on the network model, we proposed one system to generate the automatic test 

packet to exercise the every rule in the network with minimum test packets. 

 

Advantages 

1) A survey of network operators revealing common failures and root causes and 

overcoming all failures. 

2) A test packet generation algorithm for recovering data link. 

3) A fault localization algorithm to isolate faulty devices and Rules. 

4) ATPG use cases for functional and performance testing to check the packet 

link path. 

5) Evaluation of a prototype ATPG system using rule sets collected.  

The first and foremost strategy for development of a project starts from the thought 

of designing a mail enabled platform for a small firm in which it is easy and 

convenient of sending and receiving messages, there is a search engine ,address book 

and also including some entertaining games. When it is approved by the organization 

and our project guide the first activity, ie. Preliminary investigation begins.  

 

Basic Types 

 

No. of. Router – rn 

Switch – St. 

Port – Pr 

Generation – Gen 

Maximum – Max 

Packet – Pk 

Header – Hh 

Rule – rl 

Minimum – min 

 

Collision reorganization Algorithm 

Function rn(Pk , NAT) 

{ 

Pk gen (Hh , Pr) 

{ 

Success Pk (Null, error) 

else 

If (success Pk (Rules, FIB, ACL, Topology)) 



28486  T. Prasath 

{ 

All pair reachability algorithm; 

Common rules comparisons with router ; 

} 

If ( rn , Pr , r l equal ) 

{ 

Min Pk gen (regular) ; 

} 

else 

{ 

Max Pk gen (regular) ; 

} 

Reserved Pk (Problem Notification) 

{ 

Fault localization ; 

} 

Monitoring (Pt, NAT) 

{ 

Difference for test packet and Dynamic NAT ; 

} 

If ( Diff==”yes”) 

{ 

Problem identification in NAT ; 

} 

else 

{ 

DefectPk ;} 

Collisionovercome; 

} 

} 

 

Congestion reorganization Algorithm  

If Test Agents ( ) 

{ 

The Test Agents sends test packets periodically to the network 

If Congestion ( Packet Loss occurs )  

{ 

Congestion occurs test packets analyse the root cause for the abnormalities  

{ 

Sends the reason occurding to the network conf changes to the network monitor. 

} 

Else 

{ 

If ( Non – Congestion Packet Loss occurs ) 

{ 
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Test packets checks periodically keep the current value of conf  

} 

The test agents using the Finer- Grained Test agents to identify the congestion 

{ 

Else 

} 

Test agents checks the value  

{ 

Else 

} 

Congestion overcomes. 

 

 
 

Figure 2: Test Packet Generator 

 

 

Modules 
 

Failures and Root causes network operators 

Server get the data packets and send to the receiver process. Test packets detects and 

diagnoses errors by independently testing all forwarding entries, firewall rules, 

configurations and any packet processing rules in the network. In this module 

someone access or interrupt the splitting packets from the source instances. Test 

packets are send at particular period of exercise the network fed into the network so 

that every rule is exercised directly from the data plane network. Since test packets 

exercise the rules with minimal set of test packet and maximal number of test packets. 

It is easy to find the failure and root cause of the problems based on the port number 

and MAC address in the network. 
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Header Space Analysis 

Header space analysis is one of the framework model for verifying the network 

analysis. By using the header space analysis we can easily find the forwarding loop 

error and also find the isolation of network slices. This algorithm is mainly used to 

find the reachability of the end user network. It may the following questions in the 

network. Host X can talk to host Y. Host X can’t talk to host Y then where the packet 

dropped. Whether we have a correct rule across the network to prevent X from taking 

with you. Weather any forwarding loops across with network. 

 

Test Packet Generation 

First the network information which is collected from the network terminals like 

forwarding states, rules, etc. The second applies header space analysis and find the all 

pairs reachability. Third test packet generation with minimum and maximum set of 

packets .Minimum test packets send certain regular period of time to test terminals. If 

any error detects maximum set of test packets are used to find the fault localization. 

ATPG starts by computing the complete set of test packet headers that can be sent 

from each test terminal to every other test terminal in the network. Such has header, 

Test packets finds the complete set of rules it exercises each and every rules along the 

path. To do so, ATPG applies the all-pairs reachability algorithm described in at every 

terminal port; an all-x header contains (wildcarded bits a header) is applied to the 

transfer function of the first switch connected to each test terminal. Header constraints 

are applied here. For example, if traffic can only be sent on VLAN A, then starting 

with an all-x header in the network, the VLAN tag bits are set to A. As each packet pk 

traverses the network using the network function, the set of rules that match pk are 

recorded in pk history 

      

 

Fault Localization Analysis 

A Set of test packets sends periodically, if any, faults identified in the network by 

using the fault localization algorithm. Success and failure based on the nature of the 

network rule. Rule failure may occur due to packet not deliver to the corresponding to 

the output port or maybe the packet dropped occurs in the network. 
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Performance and Functional Testing Analysis 

ATPG to monitor the performance of links, queues, and QoS classes in the network, 

and even monitor SLAs. If a queue is congested, packets will experience longer 

queuing delays (Fault Localization) ATPG’s fault localization algorithm can be used 

to triangulate and pinpoint the problematic switch/queue. ATPG can be used to 

determine if two queues, or service classes, are in different strict priority classes. 

(Fault localization can be used to pinpoint the problem). 

 

 

Vigorous NAT and Test Agents 

Packet Generation cannot model boxes whose internal state can be changed by the test 

packets. For example, a NAT that dynamically assigns TCP ports to outgoing packets 

can confuse the online monitor as the same test packet can give different results. 

Static NAT provides the one-one internal to the Public pool of IP addresses, Dynamic 

and port based IP address are used to assign from the pool of IP address. Finer-

grained test agents are used to identify the root cause for the congestion disappears in 

the short time.  

 

Implementation Service provider 

In this module, the service provider will browse the data file and initialize the nodes, 

then send to the particular receivers. Service provider will send their data file to main 

router and in a main router file will splits into five packets, then connect to sub routers 

(R1, R2, R3 and R4), in a sub router highest energy router will be activated and send 

to particular receiver (A, B, C & D).  

 

 
 

Figure 3: Packets Sends In The Router and Identify The Failures 

 

Main Router 

The main Router manages a multiple sub routers (router1, router 2, router 3, and 

router 4) to provide data storage service. In a main router we can do some operations 

such as assign energy for nodes, view details of nodes and change status of nodes. In 

router n-number of nodes (A, B, C, D, E…) are present, and in a main router which 

has more energy & status is ON, it will communicate first. In a router service provider 

can assign energy for nodes, view details of nodes and change status of nodes. Router 

will accept the file from the service provider, the file will splits into five packets, then 

the highest energy router will select first, in a sub router highest energy sensor nodes 

are select and file will send to particular receiver.  
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Test Terminal Router  
The test terminal router will controls the all router, when the main router will receive 

the file from the service provider, then test terminal router will be activated and check 

the all sub router status and energy, that details will send to main router. In a test 

terminal router we can do some operations such as assign energy for router, view 

details of router, change status of router and view log of router. In a test terminal 

router we can view all sub router energy and status. The sub router which has more 

energy and status is ON, that router will select and then file will send to particular 

receiver. 

 

Receiver (End User) 
 

 
 

Figure 4: Packet process in Network 

 

In this module, there are n-number of receivers are present (A, B, C and D) the 

receiver can receive the data file from the service provider via router. The receivers 

receive the file by without changing the File Contents. Users may receive particular 

data files within the network only.  

 

Attacker 

Attacker is one who is injecting the fake message to the corresponding sensor nodes. 

The attacker adds malicious data to the particular sensor node and packets in a sub 

router (router1, router 2, router 3, and router 4). After attacking the nodes, that node 

information will change in main router. 
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Network Test case Analysis 
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Conclusion 
Human intervention is must now a days for the working of networks which is a 

combination of switches, routers and nodes. A disadvantage in the network gets 

occurred when the size of the network environment gets increased, like collision, 

congestion, packet non reach-ability, improper response and request etc. In this paper 

among various disadvantages a collision and congestion was considered an effective 

and efficient algorithm was proposed to recognize the collision for that dynamic 

content methodology was used, in which monitoring was done with the generated test 

packet with internal test packet, this matching process will give an accurate trouble 

shooting way. Congestion was considered an effective way to overcome an 

congestion occurrence in the network identify using the Finer- Grained test agents are 

used Among various nodes test packets generated will not use more than one 

percentage of the link capacity because of this the problem was identified and it does 

not affect the ongoing packet transfer on the network.  
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