Unsupervised classification by Isodata using genetic algorithm and Xie - Beni criterion
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Abstract

The unsupervised classification by the Isodata algorithm is closely dependent on the two parameters: the threshold to divide one class and the other threshold to merge two classes. Poor optimization of these two parameters leads the algorithm to escape any control retaining only one class in the end. The objective of this work is to make improvements to this algorithm; we used genetic algorithms (GA). We have designed a GA that will estimate the two optimal thresholds. These two parameters thus found will then be used by the Isodata algorithm. This approach is tested on simulation examples. The experimental results obtained confirm favorably the good performances of the proposed algorithm.
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INTRODUCTION

The classification is usually to partition a set of objects into groups or classes so that objects belonging to the same class are more similar to each other than those belonging to different classes. Classification with more parameters requires the choice of one or more criteria for determining the appropriate parameters to the algorithm. The problem of classification with ISODATA algorithm becomes a problem of optimization of parameters.[1]

The Isodata algorithm suffers of adjustment of its parameters. This is a step that is always difficult as you want towards the expected solution. This algorithm converges in a finite number of iterations, but the resulting solution depends on the values of the parameters chosen. Indeed if the algorithm resets a second time with other parameters, it will converge to a solution completely different from the first or escape out of control leaving at the end one alone class.[2]

In this work we present improvements to this algorithm, based on genetic algorithm to overcome these drawbacks. With benefits such as generality, parallelism and genetic operations, we have designed genetic algorithm is made to delve into an area of research to finally give the optimal parameters which are then used by ISODATA. The ISODATA algorithm manipulates a single standard solution at each iteration, for against the proposed algorithm manipulates a population of solutions at the same time. These solutions suffer from the mutation operator, and as the iterations, a Gaussian disturbance which prevents local solutions and reduce the time of convergence to the global solution.

In Section 2, we give some definitions, and then we recall the ISODATA algorithm. In Section 3, we present an introduction to genetic algorithm. Section 4 describes the proposed genetic algorithm. In Section 5, we evaluate the performance of our method by experimental results. Finally, we give a conclusion.

ISODATA CLASSIFICATION

The Isodata method is the method developed by Ball, Hall and others in the 1960s. The Isodata method is a method which added division of a cluster, and processing of fusion to the K-means method. The individual density of a cluster is controllable by performing division and fusion to the cluster generated from the K-means method. The individual in a cluster divides past [a detached building] and its cluster, and the distance between clusters unites them with past close. The parameter which set up division and fusion beforehand determines. The procedure of the Isodata method is shown as follows:

1) Parameters, such as the number of the last clusters, a convergence condition of rearrangement, judgment conditions of a minute cluster, branch condition of division and fusion, and end conditions, are determined.

2) The initial cluster center of gravity is selected.

3) Based on the convergence condition of rearrangement, an individual is rearranged in the way of the k-means method.

4) It considers with a minute cluster that it is below threshold with the number of individuals of a cluster, and excepts from future clustering.

5) When it is more than the threshold that exists within fixed limits which the number of clusters centers on the number of the last clusters, and has the minimum of the distance between the cluster center of gravity and is below threshold with the maximum of distribution in a cluster, clustering regards it as convergence and ends processing. When not converging, it progresses to the following step.

6) If the number of clusters exceeds the fixed range, when large, a cluster is divided, and when small, it will unite. It divides, if the number of times of a repetition is odd when there
is the number of clusters within fixed limits, and if the number is even, it unites. If division and fusion finish, it will return to 3 and processing will be repeated.

- Division of a cluster: If it is more than threshold with distribution of a cluster, carry out the cluster along with the 1st principal component for 2 minutes, and search for the new cluster center of gravity. Distribution of a cluster is re-calculated, and division is continued until it becomes below threshold.

- Fusion of a cluster: If it is below threshold with the minimum of the distance between the cluster centers of gravity, unite the cluster pair and search for the new cluster center of gravity. The distance between the cluster center of gravity is re-calculated, and fusion is continued until the minimum becomes more than threshold.

Although the Isodata method can adjust the number of certain within the limits clusters, and the homogeneity of a cluster by division and fusion, global optimal nature cannot be guaranteed. Since the Isodata method has more parameters than the K-means method, adjustment of the parameter is still more difficult.[2][3][4]

**GENETIC ALGORITHMS**

Genetic Algorithms (GA) are particular methods for optimizing functions. These techniques are based on the evolution of a population of solutions which under the action of some precise rules optimize a given behavior, which initially has been formulated by a given specified function called fitness function. [5][6][7]

A GA algorithm manipulates a population of constant size. This population is formed by candidate points called chromosomes. Each of the chromosomes represents the coding of a potential solution to the problem to be solved, it is formed by a set of elements called genes, and these are real.

At each iteration, called generation, a new population is created from its predecessor by applying the genetic operators: the crossing, the mutation and the selection. The first two operators change the chromosomes (previous generation) of the population in order to produce new chromosomes (next generation) to optimize selective function further and avoid local optima. The selection operator consists in constructing the next generation. This new population is constituted by the pertinent individuals [8][2].

Fig1 illustrates the different operations to be performed in a standard GA algorithm [8][9][5][6]:

<table>
<thead>
<tr>
<th>Random generation of the initial population</th>
<th>Fitness evaluation of each chromosome</th>
<th>Repeat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Select the parents</td>
<td>Modifying genes by crossing and mutation</td>
<td></td>
</tr>
<tr>
<td>Select the next generation</td>
<td>Fitness evaluation of each chromosome</td>
<td>Until</td>
</tr>
<tr>
<td>Satisfying the stop criterion</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.** Standard GA algorithm.

**GENETIC ALGORITHM PROPOSED**

**Descriptive elements**

Consider a set of M objects \( \{O_1, O_2, ..., O_M\} \) characterized by N attributes, grouped in a line vector form \( V = (a_1, a_2, ..., a_N) \). Let \( R_i = (a_{ij})_{1 \leq i \leq M} \) be a line vector of \( R_i \) where \( a_{ij} \) is the value of the attribute \( a_j \) for the object \( O_i \). Let mat_obs be a matrix of M lines (representing the objects \( O_i \)) and N columns (representing the attributes \( a_j \)):

\[
\text{mat}_\text{obs} = (a_{ij})_{1 \leq i \leq M} \times_{1 \leq j \leq N}
\]

\( V \) is the attribute vector, \( R_i \) is the observation associated with \( O_i \) or the realization of the attribute vector \( V \) for this object, \( R_N \) is the observations space \([1][8][9][10][11]\) and mat_obs is the observation matrix associated with \( V \). The ith line of mat_obs is the observation \( R_i \). \( R_i \) belongs to a class \( \text{CL}_s \), \( s=1, ..., C \).

**Proposed coding**

The proposed algorithm consists of selecting among all of the possible partitions the optimal partition by minimizing a criterion. This yields the optimal parameters \( (p_s)_{1 \leq s \leq np} \). Thus, the real coding following is suggested:

\[
\text{chr} = (p_j)_{1 \leq j \leq np} = (p_1, p_2, p_3, ..., p_{np})
\]

The chr chromosome is a real line vector of dimension np. The genes \( (p_s)_{1 \leq s \leq np} \) are the components of the chromosome chr.

To avoid that the initial solutions be far away from the optimal solution, each chromosome chr of the initial population should satisfy the condition:

\[
\text{ps} \in [\text{minp, maxp}] \quad \text{(chosen by the user)} \quad (3)
\]

In our case and from the experiences already used the ISODATA algorithm we chose: \( \text{minp} = 0 \) and \( \text{maxp} = 1 \).

In the proposed algorithm, any chromosome with a gene that does not satisfy this constraint is eliminated. This gene, if any, is replaced by another one which complies with the constraint \([8][9][12][13][14]\).
Xie-Beni criterion

Xie and Beni have defined validity criteria that measure the degree of compactness and separation of a given fuzzy partition. And the authors define their function of validity of compactness and separation as being the ratio of the compactness obtained to the separation relative to the fuzzy c-partition, which is none other than the square of the minimum of the distances between centers. [15][16]:

- the criterion of compactness, defined by:
  \[ \text{comp} = \frac{1}{M} \sum_{i=1}^{M} \sum_{s=1}^{C} ||R_i - g_s|| \]

- And the separability criterion, defined by:
  \[ \text{sep} = \min_{s \neq s'} ||g_s - g_{s'}|| \]

- Thus, we obtain the Xie-Beni criterion \( V_{XB} \):
  \[ V_{XB} = \frac{1}{M} \sum_{i=1}^{M} \sum_{s=1}^{C} ||R_i - g_s|| / \min_{s \neq s'} ||g_s - g_{s'}|| \]

The proposed fitness function

Unlike the K-means algorithm that requires you to make the number of classes a priori, the Isodata algorithm itself determines the number of classes does not exceed a maximum previously selected and is among the parameters that must provide user. We are inspired by the behavior of the algorithm Isodata to choose selective function. Indeed, the repetition of this algorithm several times with parameters automatically generated by evolution strategies lead to the end of the optimal number of classes, this is the ultimate goal. To this end the test, well known, Xie-Beni criterion is selected.

\( \text{chr} \) is a chromosome of the population formed by the parameters \( (p_i)_{1 \leq i \leq \text{maxpop}} \), to calculate the selective value of \( \text{chr} \) we define the function \( F \) which reflects the selective behavior to optimize [8][13]:

\[ F(\text{chr}) = \frac{\text{comp}}{\text{sep}} \]

\[ = \frac{1}{M} \sum_{i=1}^{M} \sum_{s=1}^{C} ||R_i - g_s|| / \min_{s \neq s'} ||g_s - g_{s'}|| \]

\( \text{chr} \) is optimal if \( F \) is minimal.

Suggested crossing and mutation operators

The performances of a genetic algorithm are judged according to the crossing and mutation operators used [12]. For the crossover operator, we chose the arithmetic mean of the 2 parent individuals on each of their parameters. Indeed, if we have two chromosomes:

\[ \text{chr} = (p_i)_{1 \leq i \leq \text{maxpop}} \quad \text{and} \quad \text{chr}' = (p_i')_{1 \leq i \leq \text{maxpop}} \]

The result chromosome \( \text{chr}' \) is:

\[ \text{chr}' = \left( \frac{p_i + p_i'}{2} \right)_{1 \leq i \leq \text{maxpop}} \]

The crossing is made between the first and each of the chromosomes of the population, which will preserve this first chromosome in the next generation.

As for the mutation operator, the one proposed in the literature [13][5][9] is given by the following expression:

\[ \text{chr}^* = \text{chr} + \sigma \times N(0,1) \]

where \( \text{chr}^* \) is the new chromosome produced by Gaussian perturbation of the chromosome \( \text{chr} \) \( (0,1) \) is a Gaussian of mean 0 and variance 1, \( \sigma \) is called strategic parameter.

In GAs, the crossover operator is most dominant in affecting almost all chromosomes. It is for this reason that the mutation takes place on a parameter only with a probability fixed at Pmut. We set Pmut to 0.1, that is to say that a parameter has a 10% chance of mutating.

The chromosomes (parents) that will be mutated to generate the chromosomes (wires), are chosen by the technique of choice by storage and the elitist technique [6][15].

Genetic algorithm proposed

Figure 2 shows the steps of the proposed algorithm:

1.1. To start:
- The size of the population maxpop.
- The maximum number of generation maxgen.
- Maximum number of C classes.
- The probabilities of crossing and mutation

1.2. Random generation of population \( P \)

\[ P = \{ \text{chr}_1, \ldots, \text{chr}_k, \ldots, \text{chr}_{\text{maxpop}} \} \]

1.3. Check for each \( \text{chr} \) of \( P \) the constraint: \( p_i \in [\text{minp}, \text{maxp}] \)

repeat

Check for each \( \text{chr} \) of \( P \) the constraint

2.1. Isodata for each \( \text{chr} \) of \( P \)

2.2. Calculate the selective value for each \( \text{chr} \) of \( P \)
2.3. Classification of chr in ascending order of their selective values

2.4 Cross the first chr with all the others

\[ \text{chr}^r = \left( \frac{P_r + P_s}{2} \right)_{\text{size} \times \text{pop}} \]

2.5. Mutation of all the chr of P except the first (elitist technique):  \( p^* \epsilon [\text{minp}, \text{maxp}] \)

2.6. Check for each chr of P the constraint:  \( p \epsilon [\text{minp}, \text{maxp}] \)

(The population \( P \) obtained is the population of the next generation)

Until \( Nb_{\text{gen}} (\text{Number of generation}) > \text{maxgen} \)

3.1. To keep the optimal chr: the first of the last P

3.2. \text{Isodata} for the optimal chr.

Figure 2. Genetic algorithm proposed

EXPERIMENTAL RESULTS

Four simulation tests are retained in an observation space of dimension \( N = 2 \). These tests differ from one another according to the distribution of the classes in the observation space. In each test, the classes are generated randomly by Gaussian distributions and each class contains 100 observations. Confusion matrices are given and the formula below to calculate the error of the classification [14].

\[ \tau = (n-c) / n \times 100\% \]

With \( n \): total number of observations

and \( c \): the number of correctly classified observations.

In the first two tests, the number of classes chosen is \( C = 3 \) and the degree of overlap between classes is zero in the first, and important in the second.

In the last two tests, the number of classes is \( C = 6 \). The degree of overlap between classes is low in one of the tests and it is important in the other.

The proposed genetic algorithm runs each time quickly (in the sense of the number of generations). The following summary shows:

- the distribution of observations in space.
- the actual centers of the generated classes.
- the evolution of the selective value of the best chromosome of the current population over generations.
- the optimal chromosome obtained each time.
- the coordinates of the real centers of the generated classes.

We notice clearly that the centers obtained are slightly offset from the real centers.
CONCLUSION

The unsupervised classification by the Isodata algorithm presents the difficulty of adjusting its parameters. The latter control its convergence. The wrong choice of these parameters can lead the algorithm to escape any control leaving only one class at the end.

We proposed a new approach to overcome this difficulty of the Isodata algorithm. This approach is based on genetic algorithms. We have presented a real coding of the parameters and we have defined a suitable selective function for the behavior to optimize. We proposed the crossing and mutation operators to allow the algorithm on the one hand to avoid local solutions and on the other hand to converge towards the global solution in a small number of generations.

The proposed genetic algorithm is tested on simulation examples. The experimental results obtained show the convergence and the good performances of the classification method presented. The problem of choosing the two parameters is eliminated. We note, however, that the other parameters are fixed empirically. Genetic estimation of all parameters will be the subject of a next search.
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