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Abstract 

Classifiers are trained with datasets of imbalanced class distributions, 

imbalance big data is an important problem in data mining. Imbalance in the 

data occurs when the number of examples representing the class of interest is 

much lower than the ones of the other classes. The presence of Imbalance 

datasets in many real-world applications has brought along a growth of 

attention from researchers. 

By introducing the characteristics of the imbalanced dataset scenario in 

classification, presenting the specific metrics for evaluating performance in 

class imbalanced learning and enumerating the proposed solutions. In 

particular, we will describe preprocessing, and ensemble techniques, carrying 

out an experimental study to contrast these approaches. 

In this paper we propose an under sampling algorithm for big data and will 

carry out a detailed discussion on the main issues related to using data intrinsic 
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characteristics in this classification problem. Finally, we introduce several 

approaches and recommendations to address these problems in conjunction 

with imbalanced data, and we will show some experimental examples on the 

behavior of the learning algorithms on data with such intrinsic characteristics. 

Keywords: Imbalanced big dataset, sampling, noisy data, preprocessing 

ensemble techniques, Under sampling, cost-sensitive learning.  

 

1. INTRODUCTION 

In many supervised learning applications, there is a significant difference between the 

probabilities with which an example belongs to the different classes of the 

classification problem. This situation is known as the class imbalance problem [1] [2] 

[3]. Class imbalance problem is common in many real problems from 

telecommunications, World Wide Web, financial and accounting, ecology, biology, 

medicine. Furthermore, it is worth to point out that the minority class is usually the 

one that has the highest interest from a learning point of view and it also implies a 

great cost when it is not well classified[4]. 

The drawback with imbalanced datasets is that standard classification algorithms are 

often biased towards the majority class (known as the ‘‘negative’’ class) and therefore 

there is a higher misclassification rate for the minority class instances (known as the 

‘‘positive’’ class), many solutions such as bagging, boosting and hybrid based 

approaches have been proposed to deal with this problem, both for standard learning 

algorithms and for ensemble techniques[5]. 

The methods of dealing with class imbalance problem can be categorized into three 

major groups: 

1) Data Sampling: In which the training instances are modified in such a way to 

produce a more or less balanced class distribution that allow classifiers to 

perform in a similar manner to standard classification [6,7]. 

2) Algorithmic Modification: This procedure is oriented towards the adaptation 

of base learning methods to be more assimilate to class imbalance issues [8]. 

3) Cost-sensitive learning: This type of solutions incorporate approaches at the  

datalevel, at the algorithmic level, or at both levels combined, considering 

higher costs for the misclassification of examples of the positive class with 

respect  to the negative class, and therefore, trying to minimize higher cost 

errors.[9,10]      

Most of the studies on the behavior of several standard classifiers in imbalance 

domains have shown that significant loss  of performance is mainly due to the skewed 

class distribution, given by the imbalance ratio (IR), defined as the ratio of the number 
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of instances in the majority class to the number of examples in the minority class 

[11,12]. 
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In much simpler representation IR can also be given as  
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While some people might consider these both uninteresting, others might want to 

know about this. To differentiate between the two situations, we can look at 

Imbalance Ratio where 0 is perfectly balanced and 1 is very skewed. There are several 

investigations which also suggest that there are other factors that contribute to such 

performance degradation [13]. 

This paper is organized as follows. First, Section 2 presents the problem of 

imbalanced datasets, introducing its features and the metrics employed in this context. 

Section 3 describes the diverse preprocessing, cost-sensitive learning and ensemble 

methodologies that have been proposed to deal with this problem. Next, we develop 

an experimental study for contrasting the behavior of these approaches in Section 4. 

Section 5 is devoted to analyzing and discussing the aforementioned problems 

associated with data intrinsic characteristics. Finally, Section 6 summarizes and 

concludes the work. 

 

2. IMBALANCED DATASETS IN CLASSIFICATION 

In this section, we first introduce the problem of imbalanced datasets and then we 

present the evaluation metrics for this type of classification problem, which differ 

from usual measures in classification. 

 

2.1 The problem of imbalanced datasets 

In the classification problem the scenario of imbalanced datasets appears frequently. 

The main property of this type of classification problem is that the examples of one 

class significantly outnumber the examples of the other one [14,15]. In most cases, the   

imbalanced class problem is associated to binary classification, but the multi-class 

problem often occurs and since there can be several minority classes, it is more 

difficult to solve [16,17]. 

Since most of the standard learning algorithms consider a balanced training set, this 

may generate suboptimal classification models, i.e. a good coverage of the majority 

examples, whereas the minority ones are misclassified frequently. Therefore, those 
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algorithms, which obtain a good behavior in the framework of standard classification, 

do not necessarily achieve the best performance for imbalanced datasets [18].The 

imbalanced learning problem has received much attention from the machine learning 

community. regarding real world domains, the importance of the imbalance learning 

problem is growing, since it is a recurring issue in many applications. As some 

examples, we could mention very high resolution airbourne imagery [19], forecasting 

of ozone levels [20], face recognition[21], and especially medical diagnosis [22]. 

 

2.2 Evaluation in imbalanced domains 

The evaluation criteria is a key factor in assessing the classification performance and 

guiding the classifier modeling. In a two-class problem, the confusion matrix (shown 

in Table 1) records the results of correctly and incorrectly recognized examples of 

each class. 

Table 1: Confusion matrix for a two-class problem. 

 Positive prediction Negative prediction 

Positive class True Positive (TP) False Negative (FN) 

Negative class False Positive (FP) True Negative (TN) 

 

Traditionally, the accuracy rate (Eq.(1),Eq.(2)) has been the most commonly used 

empirical measure. However, in the frame work of imbalanced datasets, accuracy is 

no longer a proper measure, since it does not distinguish between the number of 

correctly classified examples of different classes. Hence, it may lead to erroneous 

conclusions, i.e.,  a classifier achieving    an accuracy of 90% in a dataset with an IR 

value of 9 is not accurate if it classifies all examples as negatives 

The Area under Curve (AUC) measure is computed by,

 
1

2
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On the other hand, in several problems we are especially interested in obtaining high 

performance on only one class. For example, in the diagnosis of a rare disease, one of 

the most important things is to know how reliable a positive diagnosis is. For such 

problems, the precision (or purity) metric is often adopted, which can be defined as 

the percentage of examples that are correctly labeled as positive: The Precision 
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measure is computed by, 

   FPTP
TP


Precision   (3) 

In statistics, the F-measure is a measure of a test's accuracy. It considers both the 

precision p and the recall r of the test to compute the score: p is the number of correct 

results divided by the number of all returned results and r is the number of correct 

results divided by the number of results that should have been returned. The  

F-measure can be interpreted as a weighted average of the precision and recall, where 

an F-measure reaches its best value at 1 and worst score at 0. The F-measure is the 

harmonic mean of precision and recall: F-measure is a measure that combines 

precision and recall is the harmonic mean of precision and recall, the traditional  

F-measure or balanced F-score. The F-measure Value is computed by, 

2 Precision Recall

Precision Recall
F measure  
 


  (4) 

To deal with class imbalance, sensitivity (or recall) and specificity have usually been 

adopted to monitor the classification performance on each class separately. Note that 

sensitivity (also called true positive rate, TP rate) is the percentage of positive 

examples that are correctly classified, while specificity (also referred to as true 

negative rate, TN rate) is defined as the proportion of negative examples that are 

correctly classified: 

The True Positive Rate measure is computed by, 

   FNTP
TPveRateTruePositi




  

(5)

 

The True Negative Rate measure is computed by, 

   FPTN
TNveRateTrueNegati




  
(6)

 

 

2.3.  Addressing Classification with Imbalanced Data: preprocessing, cost-sensitive 
 learning and ensemble techniques 

A large number of approaches have been proposed to deal with the class imbalance 

problem. These approaches can be categorized into two groups: the internal 

approaches that create new algorithms or modify existing ones to take the class-

imbalance problem into consideration [23] and external approaches that preprocess 

the data in order to diminish the effect of their class imbalance [24]. Furthermore, 

cost-sensitive learning solutions incorporating both the data (external) and algorithmic 

level (internal) approaches assume  higher  misclassification costs for samples in the 
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minority class and seek to minimize the high cost errors [25].Ensemble methods [26,27] 

are also frequently adapted to imbalanced domains, either by modifying the ensemble 

learning algorithm at the data-level approach to preprocess the data before the learning 

stage of each classifier [28,29] or by embedding a cost-sensitive framework in the 

ensemble learning process [30]. A complete taxonomy for ensemble methods for 

learning with imbalanced classes can be found on a recent review [31], which we 

summarize in Fig. 2 

 

 
 

Fig. 2. Galar et al.’s proposed taxonomy for ensembles to address class imbalance 

problem. (See above-mentioned references for further information). 

  

Ensembles to Address Class Imbalance Problem 

Cost-Sensitive Ensembles Data Preprocessing + Ensemble Learning 

Cost-Sensitive  

Boosting Boosting-based Bagging-based Hybrid 

 AdaCost [44] 

 CSB1, CSB2 [122] 

 RareBoost [74] 

 AdaC1 [117] 

 AdaC2 [117] 

 AdaC3 [117] 

 SMOTEBoost [30] 

 MSMOTEBoost [69] 

 BalanceCascade [85] 

 RUSBoost [112] 

 DataBoost-IM [61] 

 OverBagging [130] 

- SMOTEBagging [130] 

 UnderBagging [8] 

- QuasiBagging [26] 

- Asymetric Bagging 

[120] 

- Roughly Balanced 

Bagging [67] 

- Partitioning [25.141] 

- Bagging Ensemble 

Variation [80] 

- UnderOverBagging 

[130] 

 IIVotes [17] 

 

 EasyEnsemble [85] 
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3. FRAMEWORK OF USIBD ALGORITHM 

The proposed USIBD algorithm is summarized as below. 

Algorithm: Under Sampled Imbalance Big Data(USIBD) 

Algorithm: New Predictive Model 

Input: D – Data Partition, 

A – Attribute List 

Output: A Decision Tree 

Procedure: 

 

Processing Phase: 

Step 1. Take the class imbalance data and divide it into majority and minority sub sets. Let 
the 
minority subset be P € pi (i = 1,2,..., pnum) and majority subset be N € ni(i = 1,2,..., nnum). 

 

Selection Phase 

Step 1: begin 

Step 2: k ← 0,j←1. 

Step 3: Apply CFS on subset N, 

Step 4: Find Fj from N, k= number of features extracted in CFS 

Step 5: repeat 

Step 6: k=k+1 

Step 7: Select the range for weak or noises instances of Fj. 
Step 8: Remove ranges of weak attributes and form a set of major class examples Nstrong 
Step 9: Until j = k 

Step 10: Form a new dataset using P and Nstrong 
Step 11:End 

 

Building Predictive Model: 

1. Create a node N 
2. If samples in N are of same class, C then 

3. return N as a leaf node and mark class C; 
4. If A is empty then 

5. return N as a leaf node and mark with majority class; 
6. else 

7. apply C4.5 
8. endif 

9. endif 

10. Return N 
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The algorithm Under Sampled Imbalance Big Data (USIBD) learning is a unique 

framework, which performs under sampling by following a strategic approach of 

removing the instances from the majority subset. Under sampling can help improve 

run time and storage problems by reducing the number of training data samples when 

the training data set is huge.  

These limitations are uniquely addressed in our proposal such as: under sampling can 

discard potentially useful information which could be important for building rule 

classifiers. The sample chosen by random under sampling may be a biased sample. It 

will not be an accurate representative of the population and thereby, resulting in 

inaccurate results with the actual test data set. 

In different scenarios, an aim of under sampling is to balance class distributions. The 

process of eliminating majority instances depending upon unique properties of the 

datasets can be extended for different percentages.  

Our proposed method consists of two steps. In the first step, we construct an influence 

space around a test point p. In the second step a rank difference based outlier score is 

assigned on the basis of this influence space. 

 

3.1. Influence space construction 

Influence space depicts a region with significantly high reverse density in the locality 

of a point under consideration.  

If the localities of the neighbours within the influence space are denser with respect to 

the locality of the concerned point, then a high value of outliernesss core will be 

assigned to it. For an entire dataset, number of neighbours in the influence space is 

kept fixed. As the distance is increased from the target point, more number of 

neighbours gets included in its surroundings result 

In given different values of radius R, with successive addition of neighboring points, a 

set of reverse densities is obtained for each point at varying depths (number of 

neighboring points). The average reverse density R for each depth is determined next. 

Note that we have considered the depth and not the distance around the neighbours to 

handle situations where there is empty space (no neighboring point is present) 

surrounding a given point. To avoid random fluctuations, the variation in the average 

reverse density with respect to depth has been smoothed using a Gaussian kernel. 

In this smoothing process, an optimal width for the kernel optimal is determined using 

better estimation of the significant density fluctuation around the neighbor points. We 

deem the first most significant peak in this smoothed kernel probability density 

function as the limit of the influence space. The peak has been determined using the 

un decimated value.  
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3.2. Outlier score 
In the second part of our proposed algorithm we have used a rank difference based 

score for ranking of the outliers. The positive value of the rank difference (R−k) 

signifies the high concentration of the neighbours around the training point q than that 

of the test point p. The negative and zero value respectively signify a lower or same 

concentration of the training points around q than that of p. Thus the outlierness of the 

test point depends directly on the excess population of the neighbourhood space of q 
with respect to the test point p, i.e., on the rank difference (R−k). Secondly, it also 

depends inversely on its own forward density. 

 

4. EXPERIMENTAL SETUP AND RESULTS  

In order to compare the performance of the different proposed methods in this 

research, 15 standard imbalanced datasets from the UCI Machine Learning 

Repository [31] are used in the experiments. According to the scope of the work, all 

the datasets represent two-class domains are considered. Thus, the collections of 

datasets provide a good combination of real world sampling of class imbalance 

problems with wide range and are used by several researchers and academicians. 

The classifier’s future performance can’t be simply measures by accuracy on the 

training dataset.  If so, 100 % accuracy can be obtained in most of the cases. In real 

time application, one of the ways of measuring the performance is to divide the 

dataset into two subsets. One subset is used for training of classifier and other is used 

for validation.  This approach is called is called as hold-out method. In hold-out 

approach a well noted problem exits, that is the performance of hold-out method 

largely depends upon the division of original dataset. This problem is called as 

variance.    

The solution to the above problem is to design by an approach known as Cross-

Validation. The cross validation technique is a standard technique for generating 

reliable and accurate results and it has been used by many researchers and 

academicians in machine learning. 

We used tenfold cross validation (CV) in all our experiments to estimate AUC, 

Precision, F-measure, TP Rate and TN Rate. A k fold CV experiment consists of the 

following steps. 

1. Randomly dividing the data into k equal sized disjoint partitions. 

2. For each partition, build a decision tree using all data outside the partition, and 

test the tree on the data in the partition. 

3. Sum the number of correct classifications of the k trees and divide by the total 

number of instances to compute the classification accuracy. Report this 

accuracy and the average size of the k trees.      

Usually the number of folds in the cross-validation is set to ten. This number has been 

found empirically to be a good choice and this idea is supported using a theoretical 
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result by many prominent researchers.  

This work uses ten times stratified ten-fold cross-validation. When randomizing the 

original data each time, the seed is set differently before the data is divided into ten 

parts. Thus, each time a model is built on different data and classification is also 

based on different data. This reduces variance further.  

The framework for 10 fold cross validation is shown in Figure 1. Each entry in all the 

experiments is the results of ten 10 fold CV experiments: i.e., the result of tests that 

used 100 models. Each of the ten 10 fold cross validations used a different random 

partitioning of the data. Each entry in the tables reports the average AUC, Precision, 

F-measure, TP Rate and TN Rate. Good results should have high values for AUC, 

Precision, F-measure, TP Rate and TN Rate. 

 

Figure 1: Frame work for 10 Fold Cross Validation 

 

A two-tailed corrected resampled paired t-test is used in this thesis to determine 

whether the results of the cross-validation show that there is a difference between the 

two algorithms is significant or not. Difference in accuracy is considered significant 

when the p-value is less than 0.05 (confidence level is greater than 95%). In 

discussion of results, if one algorithm is stated to be better or worse than another then 

it is significantly better or worse at the 0.05 level. 
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We performed the implementation of our new algorithms within the Weka[32] 

environment on windows XP with 2Duo CPU running on 2.53 GHz PC with 2.0 GB 

of RAM. Weka is a widely used data mining toolkit used in machine learning and it 

has been put into practice by many researchers and academicians. 

 

Datasets: 

The proposed methods are experimented using twelve benchmark real-world 

imbalanced dataset from the UCI machine learning repository. Table 1 summarizes 

the data selected in this study and shows, for each data set, the number of examples 

(#Ex.), number of attributes (#Atts.), class name of each class (minority and majority) 

and IR of the dataset for all the 15 UCI dataset. We downloaded these data sets in 

format of ARFF (Attribute-Relation File Format) from main web site of Weka. From 

the Table 1 it is clearly evident that all the 20 UCI datasets have IR value which 

indicates that these datasets are of highly imbalanced. 

 

Table 2 The UCI datasets and their properties 

S.No. Dataset Inst. Missing Numeric. Nominal     Classes IR 

    values  attributes attributes 

  

1.  Anneal   898  no   6   32   5 6.90 

 

2.  Anneal.ORIG  898  yes   6   32   5 6.90 

 

3.  Arrhythmia  452  yes   206   73   13 1.56 

 

4.  Audiology  226  yes   0   69   24 2.85 

 

5.  Autos   205  yes   15   10   6 2.09 

 

6.  Balance-scale  625  no   4   0   3 5.87 

 

7.  Breast-cancer  286  yes   0   9   2 2.36 

 

8.  Breast-w  699  yes   9   0   2 2.36 
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S.No. Dataset Inst. Missing Numeric. Nominal     Classes IR 

    values  attributes attributes 

10.  Car   1728  yes  7   18  61 1.56 

 

11.  Colic-h   368  yes   7   15   2 1.70 

 

12.  Colic-h.ORIG  368  yes   7   15   2 1.96 

 

13.  Credit-a   690  yes   6   9   2 1.24 

 

14.  Credit-g   1000  no   7   13   2 2.33 

 

15.  Pima diabetes  768  no   8   0   2 1.86 

 

16.  Ecoli   336  no   7   0   8 1.70 

 

17.  Glass   214  no   9   0   6 2.62 

 

18.  Heart-c   303  yes   6   7   2 1.77 

 

19.  Heart-h   294  yes   6   7   2 1.56 

 

20.  Heart-statlog  270  no   13   0   2 1.25 

 

21.  Hepatitis  155  yes   6   13   12 3.84 

 

22.  Hypothyroid  3772  yes   7   22                 4         17.94 

 

25.  Ionosphere  351  no   34   0                 2        17.65 

 

26.  Iris   150  no   4   0   3 1.00 
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S.No. Dataset Inst. Missing Numeric. Nominal     Classes IR 

    values  attributes attributes 

27.  Kr-vs-kp  3196  no   0   36   2 1.09 

 

28.  Labor   57  yes   8   8   2 1.85 

 

29.  Letter   20000  no   16   0   26 1.02 

 

30.  Lympho  148  no   3   15   4 2.03 

 

31.  Mfeat   2000  no  217   9  0 1.31 

 

32.  Mushroom  8124  yes   0   22   2 1.43 

 

33.  Nursery   12960  no  9   13  17 1.03 

 

34.  Optdigits  5620  no   64   0   10 1.45 

 

35  Page-blocks  5473  no  11   0                      2          14.93 

 

36.  Pendigits  10992  no   16   0   10 1.82 

 

37.  Primary-tumor  339  yes   0   17   21 1.52 

 

38.  Segment  2310  no   19   0   7 1.56 

 

39.  Sick   3772  yes   7   22   2 1.73 

 

40.  Sonar   208  no   60   0   2 1.14 

 

41.  Soybean  683  yes   0   35   19 1.11 
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S.No. Dataset Inst. Missing Numeric. Nominal     Classes IR 

    values  attributes attributes 

42.  Splice   3190  no   0   61   3 2.15 

 

43.  Vehicle   846  no   18   0   4 1.32 

 

44.  Vote   435  yes   0   16   2 1.45 

 

45.  Vowel   990  no   10   3   11 1.00 

 

46.  Waveform  5000  no   41   0   3 1.05 

 

47.        Zoo                  101  no   1   16   7 1.32 

 

In this present work, we used various popular and effective criteria for validating 

proposed algorithms. It is now well known that error rate is not an appropriate 

evaluation criterion when there is class imbalance or unequal costs. To assess the 

classification results we count the number of true positive (TP), true negative (TN), 

false positive (FP) (actually negative, but classified as positive) and false negative 

(FN) (actually positive, but classified as negative) examples. There are many complex 

and appropriate metrics which are used in practical domain for evaluation of 

imbalance datasets.   

In this work, we use AUC, Precision, F-measure, TP Rate and TN Rate as 

performance evaluation measures. Let us define a few well known and widely used 

measures: 

Receiver Operating Characteristic (ROC) curve is the recent evaluation metric used 

for classifiers dealing with imbalanced data study. This ROC curve can be used for 

projecting results depending upon the user perspective with different combinations of 

basic components such as true positives, false positives, true negatives and false 

negatives. The summary of the ROC curve can be given as the area under it, which is 

known as Area Under Curve (AUC). AUC can be computed simple as the micro 

average of TP rate and TN rate when only single run is available from the classifier. 
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5.  UNDER SAMPLED IMBALANCE BIG DATA APPROACH 

Table 5.1 Summary of tenfold cross validation performance  

for AUC on all the datasets 

Datasets           C4.5                          USIBD  

 

anneal    0.931±0.164●   0.938±0.166  

 

car     0.981±0.011○   0.919±0.080  

 

cmc     0.691±0.049●   0.692±0.048  

 

kr-vs-kp    0.998±0.003○   0.998±0.002  

 

letter     0.985±0.011○   0.983±0.012  

 

mfeat                0.967±0.036●   0.969±0.030  

 

mushroom    1.000±0.000   1.000±0.000  

 

nursery    1.000±0.000   1.000±0.000 

 ○ Empty dot indicates the loss of USIBD.  

 ● Bold dot indicates the win of USIBD; 
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Table 5.2 Summary of tenfold cross validation performance  

for Precision on all the datasets 

Datasets          C4.5       USIBD  

 

anneal    0.505±0.500●   0.660±0.454  

 

car     0.972±0.016○   0.923±0.131  

 

cmc     0.606±0.051●   0.613±0.048  

 

kr-vs-kp    0.994±0.006●   0.995±0.006  

 

letter     0.952±0.028●   0.953±0.022  

 

mfeat                0.921±0.077●   0.935±0.065  

 

mushroom    1.000±0.000   1.000±0.000  

 

nursery    1.000±0.000○   0.400±0.492 

 ○ Empty dot indicates the loss of USIBD.  

 ● Bold dot indicates the win of USIBD; 
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Table 5.3 Summary of tenfold cross validation performance  

for Recall on all the datasets 

Datasets          C4.5       USIBD  

 

anneal    0.510±0.502●   0.700±0.461  

 

car     0.962±0.018○   0.771±0.176  

 

cmc     0.617±0.063○   0.614±0.068  

 

kr-vs-kp    0.995±0.005○   0.994±0.007  

 

letter     0.965±0.023○   0.961±0.024  

 

mfeat                0.925±0.080●   0.938±0.062  

 

mushroom    1.000±0.000   1.000±0.000  

 

nursery    1.000±0.000○   0.400±0.492 

 ○ Empty dot indicates the loss of USIBD.   

 ● Bold dot indicates the win of USIBD; 
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Fig. 5.1 Trends of USIBD v/s C4.5 on imbalance Big dataset 

 

Table 5.4 Summary of tenfold cross validation performance  

for F-measure on all the datasets 

Datasets           C4.5        USIBD  

 

anneal   0.507±0.500 ●   0.673±0.452  

 

car    0.967±0.011○                0.827±0.135  

 

cmc    0.610±0.049 ●   0.612±0.048  

 

kr-vs-kp   0.995±0.004○               0.994±0.004  

 

letter    0.958±0.021○               0.957±0.017  

 

mfeat                0.921±0.069 ●   0.935±0.053  

 

mushroom   1.000±0.000               1.000±0.000  

 

nursery   1.000±0.000○               0.400±0.492 

 ○ Empty dot indicates the loss of USIBD.   

 ● Bold dot indicates the win of USIBD; 
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6. CONCLUSIONS AND FUTURE WORK 

In this work, we presented a set of novel contributions algorithm for decision trees. 

The proposed algorithm mimics human learning approach. We posited that by 

applying human learning in machine spaces will lead to an improved performance due 

to dynamic planning. To test this hypothesis we ran experiments on widely available 

datasets from UCI. In our future work, we will apply our research to more learning 

tasks, especially high dimensional feature learning tasks 
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