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Abstract 

The Continuous Probability distributions belonging to this family are derived 

from a Pearson differential equation and Discrete Probability distributions are 

derived from a Pearson difference equation. Several authors made attempts in 

defining, deriving and studying this family of distributions. In this paper, we 

made an attempt to Study the discrete Pearsonian family of distributions and 

identifying the new members of discrete Pearsonian family of distributions. 
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1. INTRODUCTION 

The Pearson system of continuous distributions is defined by the differential equation 

(df(x))/dx=((a-x)f(x))/(b_0+b_1 x+b_2 x^2 ) , 

where, f(x) is the probability density function of the random variable X and a, b0, b1, 

b2 are the parameters. 

This Pearson system of continuous distributions offers a structure for describing about 

many significant continuous distributions. Similarly, the use of difference equation 

helps us to create a class of discrete distributions based on a unit-width lattice. The 

difference equation is, 

〖Δf〗_(x-1) = (a-x)/ (b_0+b_1 x+b_2 x(x-1))  f_(x-1), xϵT 

where 〖Δf〗_(x-1) is the finite difference and a, b0, b1, b2 are parameters. 

First, Carver (1919) and Katz (1948) applied this technique to an actuarial data. Later, 

Ord (1967) developed a system of discrete distributions using the above difference 

equation based on the criterion k=(b_1-b_2-1)^2/(4b_2 (b_0+a)) and  I=μ_2/(μ_1^' ). 
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2. Study on Discrete Pearsonian Family of Distributions 

Type – I: A discrete probability distribution satisfying the Criteria I<1 and for k>1; 

k<0; k>1; then the corresponding distribution belongs to the Type–I Discrete Pearson 

Family of Distributions. 

Example: 

Hyper Geometric Distribution: Let X be a discrete random variable following Hyper 

geometric distribution with parameters (N, M, n) then the Probability mass function is, 

f(x)=(M¦x)((N-M)¦(n-x))/((N¦n) );     x=0,1,2…min⁡(n,M);N,M,n>0 

which can be written in the form of Discrete Pearson difference equation 

〖Δf〗_(x-1)=(a-x)/(b_0+b_1 x+b_2 x(x-1))  f_(x-1) as 〖Δf〗_(x-

1)=[(((M+1)(n+1))/(N+2)-x)/(((N-M-n+1))/(N+2) x+1/(N+2) x(x-1))] f_(x-1); 

where a=((M+1)(n+1))/(N+2);〖 b〗_0=0; b_1=((N-M-n+1))/(N+2); b_2=1/(N+2). 

Consider the Ord Criteria k=(b_1-b_2-1)^2/{4b_2 (b_0+a)}  and I=μ_2/(μ_1^' ) 

k=(b_1-b_2-1)^2/{4b_2 (b_0+a)} =(((N-M-n+1))/(N+2)-1/(N+2)-1)^2/{4 1/(N+2) 

(0+(M+1)(n+1)/(N+2))} =(M+n+2)^2/4(M+1)(n+1) 

as N, M, n > 0 then k > 1 

and for the criterion I=μ_2/(μ_1^' ); consider the Mean and Variance of Hyper 

geometric distribution 

Mean = (Mn) / N and Variance = [Mn(N-n) (N-M)] / N2(N-1) 

then, I=((Mn(N-n)(N-M))/(N^2 (N-1)))/(Mn/N)=((N-n)(N-M))/(N(N-1)) 

as N, M, n > 0 then I < 1 

According to Ord (1967), if I < 1 and k > 1 then the corresponding distribution belongs 

to Type I Discrete Pearsonian family. 

Hence, Hyper Geometric distribution is a member of Discrete Pearsonian family of 

distributions. 

 

Type – II: If the Criteria I<1 and for k=1; k=0; k=1; is satisfied then the corresponding 

distribution belongs to the Type–II Discrete Pearsonian Family of Distributions 

Example: The Symmetric forms of Type – I 

 

Type – III: If the Criteria I<1 and k→∞; I>1 and k→∞; I=1 and k→∞; is satisfied, then 

the corresponding distribution belongs to Type–III Discrete Pearson Family of 

Distributions. 

Example: Poisson Distribution: Let X be a Discrete random variable following 

Poisson distribution with parameter λ then the probability mass function is, f(x)=(e^(-λ) 
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λ^x)/x!;x=0,1,2…..;λ>0; 

which can be written in the form of Pearson Difference equation 〖Δf〗_(x-1)=(a-

x)/(b_0+b_1 x+b_2 x(x-1))  f_(x-1) as 〖Δf〗_(x-1)=[(λ-x)/x] f_(x-1); where, a=λ; b0=0; 

b1=1; b2=0. 

Consider the Ord Criteria k=(b_1-b_2-1)^2/{4b_2 (b_0+a)}  and I=μ_2/(μ_1^' ) 

k=(b_1-b_2-1)^2/{4b_2 (b_0+a)} =(1-0-1)^2/{4(0)(0+λ)} →∞ 

and for the criterion I=μ_2/(μ_1^' ); 

the Mean and Variance of Poisson distribution are Mean= λ and Variance = λ; 

then, I=λ/λ=1 

According to Ord (1967), if the Criteria I=1 and k→∞ then the corresponding 

distribution belongs to Type III Discrete Pearson family of distributions. 

Hence, Poisson distribution is a member of Discrete Pearsonian family of distribution. 

 

Type – IV: If the Criteria 0 < k < 1 then the corresponding distribution belongs to 

Type–IV Discrete Pearson Family of Distributions. 

Example: Let X be a discrete random variable with probability mass function 

f(x) = αQ(x,a,d)/Q(x,r+a,b) , x>0 and f(x) = αQ(x,a,d)/Q(x,r+a,b) , x<0 

where Q(x,a,d)=(a^2+d^2 ){〖(a+1)〗^2+d^2 }…{〖(a+x)〗^2+d^2 } 

 

Type – V: If the Criteria k = 0 is satisfied then the corresponding distribution belongs 

to Type–V Discrete Pearson Family of Distributions. 

Example: b = 0 in Type – IV. 

 

Type – VI: If the Criteria I > 1 and k > 1 satisfied then the corresponding distribution 

comes under the Type–VI Discrete Pearson Family of Distributions. 

Example: Beta Pascal Distribution: Let X be a discrete random variable following 

Beta Pascal distribution with parameters (n, t, s), then the probability mass function is 

f(x)=((n-1+x)¦x)  (B(n+t,s+x))/(B(t,s));x=0,1,2,…;n,t,s>0; 

which can be written in the form of Pearson Difference equation 〖Δf〗_(x-1)=(a-

x)/(b_0+b_1 x+b_2 x(x-1))  f_(x-1) as 〖Δf〗_(x-1)=[(((s-1)(n-1))/(1+t)-x)/((n+t+s)/(1+t) 

x+1/(1+t) x(x-1))] f_(x-1) 

where, a = ((s-1)(n-1))/(1+t); b0 = 0; b1 = (n+t+s)/(1+t); b2 = 1/(1+t) 

Consider, the Ord Criteria k=(b_1-b_2-1)^2/{4b_2 (b_0+a)}  and I=μ_2/(μ_1^' ); then 

k=(b_1-b_2-1)^2/{4b_2 (b_0+a)} =((n+t+s)/(1+t)-1/(1+t)-1)^2/{4 1/(1+t) (0+((s-1)(n-

1))/(1+t))} =〖(n+s-2)〗^2/(4(s-1)(n-1)) 
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as n, s > 0 then k > 1 

and for the criterion I=μ_2/(μ_1^' ); the Mean and Variance of Beta Pascal distribution 

is 

Mean = ns/(t-1) and Variance = (ns(n+t-1)(s+t-1))/((t-2)〖(t-1)〗^2 ) 

then, I=((ns(n+t-1)(s+t-1))/((t-2)〖(t-1)〗^2 ))/(ns/(t-1))=((n+t-1)(s+t-1))/((t-2)(t-1)) 

as n, t, s > 0 then I > 1. 

According to Ord (1967), if the Criteria I > 1 and k > 1 then the corresponding 

distribution belongs to Type VI Discrete Pearsonian family of distributions. 

Hence, Beta Pascal distribution is a member of Discrete Pearsonian family of 

distribution. 

Type – VII: If the Criteria 0 < k < 1 is satisfied, then the corresponding distribution 

belongs to Type–VII Discrete Pearsonian Family of Distributions. 

Example: Symmetric form of Type – IV. 

 

Table 1: Discrete Pearsonian Family of Distributions Types, Probability 

MassFunction, Criteria, and Range 

Type Probability Mass function 
Distributio

n 

Criteria 

𝐼 =
𝜇2

𝜇1
′ ; 

𝑘

=
(𝑏1 − 𝑏2 − 1)2

{4𝑏2(𝑏0 + 𝑎)}
 

Range 

I 

A (
𝑀

𝑥
) (

𝑁 − 𝑀

𝑛 − 𝑥
) / (

𝑁

𝑛
) 

Hyper 

geometric 
𝐼 < 1, 
𝑘 > 1 

[0, min(𝑛,  𝑀)] 

B 
(

𝑥 + 𝑟 − 1

𝑥
) (

𝑁 − 𝑥 − 𝑟

𝑀 − 𝑥
)

/ (
𝑁

𝑀
) 

Negative 

hypergeo

metric or 

beta-

binomial 

𝑘 < 0 [0,  𝑀] 

C (
𝐴

𝑥
) (

𝐶

𝐵 − 𝑥
) / (

𝐴 + 𝐶

𝐵
) -- 𝑘 > 1 [0,  ∞) 

D 𝛼 {(
𝐴

𝐶 + 𝑥
) (

𝐵

𝐷 − 𝑥
)}

−1

 -- 𝑘 > 1 [0,  𝑛] 

II 
A 

As for type I (.) -- 

𝐼 < 1, 
𝑘 = 1 As type I (.) 

B 𝑘 =0 
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D 𝑘 = 1 

III 

A (
𝑛

𝑥
) 𝑝𝑥(1 − 𝑝)𝑛−𝑥 Binomial 

𝐼 < 1, 
𝑘 → ∞ 

[0,  𝑛] 

B (
𝑥 + 𝑟 − 1

𝑥
) 𝑝𝑟(1 − 𝑝)𝑥 

Negative 

binomial 

or Pascal 

𝐼 > 1, 
𝑘 → ∞ 

[0, ∞) 

C 𝑒−𝜆𝜆𝑥/𝑥! Poisson 
𝐼 = 1, 
𝑘 → ∞ 

[0, ∞) 

IV 

𝛼𝑄(𝑥, 𝑎, 𝑑)

𝑄(𝑥, 𝑟 + 𝑎, 𝑏)
,  𝑥 > 0 

𝛼𝑄(𝑥, 𝑎, 𝑑)

𝑄(𝑥, 𝑟 + 𝑎, 𝑏)
,  𝑥 < 0 

𝑄(𝑥, 𝑎, 𝑑)
= (𝑎2 + 𝑑2){(𝑎 + 1)2

+ 𝑑2} … {(𝑎 + 𝑥)2 + 𝑑2} 

-- 0 < 𝑘 < 1 (−∞,  ∞) 

V As type IV, but b=0 -- 𝑘 = 0 
[0,  ∞) or 

(−∞,  ∞) 

VI (
𝑛 − 1 + 𝑥

𝑥
)

𝐵(𝑛 + 𝑎, 𝑏 + 𝑥)

𝐵(𝑎, 𝑏)
 

Beta 

Pascal 
𝐼 > 1, 
𝑘 > 1 

[0,  ∞) 

VII 

𝛼 [∏{(𝑥 + 𝑖 + 𝑎)2

𝑟

𝑖=1

+ 𝑏2}]

−1

 

Discrete 

Student’s t 
0 < 𝑘 < 1 (−∞,  ∞) 

 

3. New Members of Discrete Pearsonian Family of Distributions 

1. Geometric Distribution: Let X be a discrete random variable following 

Geometric distribution with parameters (1, q) then the probability mass function 

is, 

𝑓(𝑥) = 𝑝𝑞𝑥−1; 𝑥 = 1,2,3 …; 0 < p, q<1, p+q=1. 

which can be written in the form of Pearson Difference equation  

𝛥𝑓𝑥−1 =
𝑎−𝑥

𝑏0+𝑏1𝑥+𝑏2𝑥(𝑥−1)
 𝑓𝑥−1 as 𝛥𝑓𝑥−1 = [

0−𝑥
1

𝑝
𝑥

] 𝑓𝑥−1; where, a=0; b0 = 0; b1 = 
1

𝑝
; b2 = 0. 
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Consider the Ord Criteria 𝑘 =
(𝑏1−𝑏2−1)2

{4𝑏2(𝑏0+𝑎)}
 and 𝐼 =

𝜇2

𝜇1
′  

𝑘 =
(𝑏1−𝑏2−1)2

{4𝑏2(𝑏0+𝑎)}
=

(
1

𝑝
−0−1)

2

{4(0)(0+0)}
→ ∞  

And for 𝐼 =
𝜇2

𝜇1
′ , the Mean and Variance of Beta Pascal distribution are Mean = 

q

𝑝
 and 

Variance = 
q

𝑝2, 

then, 𝐼 =

q

𝑝2

q

𝑝

=
1

𝑝
; for 0 < p < 1 then I>1.  

According to Ord (1967), if the Criteria I>1 and k→∞ is satisfied, then the 

corresponding distribution comes under Type III Discrete Pearsonian family of 

distributions. 

Hence, Geometric distribution is a member of Discrete Pearsonian family of 

distribution.  

2. Beta Geometric Distribution: Let X be a Discrete random Variable which is said 

to follow beta Geometric distribution with Parameters (1, t, s) then the probability 

Mass function is, 𝑓(𝑥) =
𝐵(1+𝑡,𝑠+𝑥)

𝐵(𝑡,𝑠)
; 𝑥 = 0,1,2, … ;  𝑡, 𝑠 > 0 

which can be written in the form of Pearson Differential equation  

𝛥𝑓𝑥−1 =
𝑎−𝑥

𝑏0+𝑏1𝑥+𝑏2𝑥(𝑥−1)
 𝑓𝑥−1  as 𝛥𝑓𝑥−1 = [

0−𝑥
1+𝑡+𝑠

1+𝑡
𝑥+

1

1+𝑡
𝑥(𝑥−1)

] 𝑓𝑥−1  

where, a = 0; b0 = 0; b1 = 
1+𝑡+𝑠

1+𝑡
; b2 = 

1

1+𝑡
 

Consider the Ord Criteria 𝑘 =
(𝑏1−𝑏2−1)2

{4𝑏2(𝑏0+𝑎)}
 and 𝐼 =

𝜇2

𝜇1
′  

𝑘 =
(𝑏1−𝑏2−1)2

{4𝑏2(𝑏0+𝑎)}
=

(
1+𝑡+𝑠

1+𝑡
−

1

1+𝑡
−1)

2

{4
1

1+𝑡
(0+0)}

→ ∞  



A Study on Discrete Pearsonian Family of Distributions 19 

 

and for 𝐼 =
𝜇2

𝜇1
′ , the Mean and Variance of Beta Pascal distribution are Mean = 

s

𝑡−1
 and         

Variance = 
ts(s+t−1)

(𝑡−2)(𝑡−1)2
 

then, 𝐼 =

ts(s+t−1)

(𝑡−2)(𝑡−1)2

s

𝑡−1

=
t(s+t−1)

(𝑡−2)(𝑡−1)
 as s, t > 0 then I>1.  

According to Ord (1967), if the Criteria I>1 and k→∞ is satisfied then the 

corresponding distribution belongs to Type III Discrete Pearsonian family of 

distributions. 

Hence, Beta Geometric distribution is a member of Discrete Pearsonian family of 

distribution.  

 

Table 2: New Members of Discrete Pearsonian Family of Distributions Types, 

Probability MassFunction, Criteria, and Range 

Type 
Probability Mass 

function 
Distribution 

Criteria 

𝐼 =
𝜇2

𝜇1
′ ; 𝑘

=
(𝑏1 − 𝑏2 − 1)2

{4𝑏2(𝑏0 + 𝑎)}
 

Range 

III 

𝑝𝑞𝑥−1 Geometric 
𝐼 > 1, 

𝑘 → ∞ 
[1, ∞] 

𝐵(1 + 𝑡, 𝑠 + 𝑥)

𝐵(𝑡, 𝑠)
 

Beta 

geometric 

𝐼 > 1, 

𝑘 → ∞ 
[0, ∞] 
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