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Abstract 

Face Recognition Systems has been applied in a wide range of applications. However, 

their efficiency drastically diminishes when they are applied under un-controlled 

environments such as illumination change conditions, face position and expressions 

changes. Because of that, it is necessary to evaluate the performance of different feature 

extraction techniques robust to this kind of transformations for its further integration to a 

Face Recognition System. In this paper, we study and evaluate the pertinence of using the 

Histogram Oriented Gradients (HOG) method as a feature extraction technique to deal 

with the transformations already mentioned. The experimental results show that using 

HOG combined with SVM classifier provides better results than those achieved with the 

well-known Eigenfaces technique. 

Keywords: Facial recognition, histogram of oriented gradients, multi-class classification. 

 

1 Introduction 

During the last decades we notice a wealth of scientific research in computer vision for the 

problem of facial landmark points localization using visual deformable models. The main reason 

behind this are the countless applications that the problem has in human-computer interaction 

and facial expression recognition. 
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The intelligent interaction between human and computers is one of the primary goals of 

contemporary artificial intelligence technologies. Many facial expression recognition techniques 

have been proposed in the past few years which has been summarized in [1][2]. Researchers tend 

to use more complex feature extraction and classification techniques to improve the accuracy of 

facial expression systems. However, the real-time implementation of such systems has always 

been a challenging task. 

The texture descriptors such as Gabor descriptor [3], local binary patterns [4], local Gabor binary 

patterns [5], histogram of oriented gradients [6] etc. Encodes the local texture of facial regions. 

The movement of facial components produces wrinkles or skin folds which are effectively 

presented by the appearance features. 

However, based on the computational cost of feature computation, LBP and HOG are preferable 

for real-time applications. HOG features are used in this work. In 1991, Alex Pentland and 

Matthew Turk [7] [8] applied Principal Component Analysis (PCA) which was invented in 1901 

to face classification. This has become the standard known as the Eigenfaces method and is 

today an inspiration or all face recognition algorithms evolved [9]. Navneet Dalal et. al. [10] 

made a paradigm shift by introducing Histogram of Oriented Gradient (HOG) features instead of 

Eigen faces which are in the standard PCA algorithms [11] [12]. HOG features being dense 

overlapping grid gives very good results for person detection. HOG features have the advantage 

of fine orientation binning, fine scale gradient, relatively course spatial binning and high quality 

local contrast normalization which are important for good performance. This is an automatic face 

recognition which localizes the facial features. The author considered 68 fiducial points. 

Descriptors based on Histogram of Oriented Gradient (HOG), which are invariant to illumination 

and rotation, has been applied in object recognition and pedestrian recognition. Recently, HOG 

descriptors have been applied to face recognition. This paper is focused on the robustness of the 

HOG descriptor as a feature extraction technique to deal with face recognition problems under 

illumination and expression changes. The paper is organized as follows. Section II describes the 

methodology adopted in this paper. Section III explains the results obtained. Section IV 

concludes 

the paper. 

 

2 SYSTEM ARCHITECHURE 

2.1 HOG Descriptor 

The main idea behind this descriptor is that local object appearance and shape can often be 

characterized rather well by the distribution of local intensity gradients or edge directions. 

Basically, the HOG descriptor divides the image into many cells where a histogram counts the 

occurrences of pixels’ orientations given by their gradients. Finally, the HOG descriptor is built 

with combination of these histograms. 
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Based on this process, four major steps can be delighted: image derivative computing, magnitude 

and gradient orientation computing, partial histograms building, and normalization of partial 

histograms. Each pixel has to vote for some orientation in the histogram channels, this could be 

done based on the orientation of the gradient and the votes are added for the channels and for the 

cells. The cells could be radial o rectangular. The orientations could be separated between 0 and 

180 or 0 and 360, depending on the use of the sign. Interpolation could be done over neighbors. 

The vote is a function of the magnitude of the gradient of the pixel, could be the magnitude itself, 

the square of the magnitude or the magnitude squared. 

2.2 Support Vector Machine Classification 

SVMs belong to the class of maximum margin classifiers. They perform pattern recognition 

between two classes by finding a decision surface that has maximum distance to the closest 

points in the training set which are termed support vectors. Assuming linearly separable data 1, 

the goal of maximum margin classification is to separate the two classes by a hyperplane such 

that the distance to the support vectors is maximized. There are two basic strategies for solving n 

-class problems with SVMs: i) In the one-vs-all approach n SVMs are trained. Each of the SVMs 

separates a single class from all remaining classes. ii) In the pairwise approach n(n-1)/2 

machines are trained. Each SVM separates a pair of classes. The pairwise classifiers are arranged 

in trees, where each tree node represents an SVM. A bottom-up tree similar to the elimination 

tree used in tennis tournaments 

3 Corpus Description 

In this work, we used 500 images of 10 persons of age ranging from 20-30 years. Images were 

captured in different lighting conditions. for training, 50 images of every person was collected 

and testing was performed on 2 different images of each person. 

Table 1 Self-created dataset description 

Dataset Total No. of Persons Total No. of Images 

Train 10 500 

Test 10 20 

 

4 Experimental Results 

To train the face recognizer we first ran the component- based detector over each image in the 

training set and extracted the components. To generate the input to our face recognition classifier 

we normalized each of the components in size and combined their gray values into a single 

feature vector 5. As for the first global system we used a one-vs-all approach with a linear SVM 

for every person in the database. 

The training data for the face recognition system were recorded with a mobile camera at a frame 

rate of about 5 Hz. The training set consisted of 500 gray face images of ten subjects. The test set 
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was recorded with the same camera but on a separate day and under different illumination and 

with different background. The test set included 20 images of all ten subjects in our database. 

 

Table 2 Performance Measure of system 

Dataset  Features No. of points Classifier Accuracy% 

Test HOG 68 SVM 92% 

 

5 Conclusion 

Linear SVMs trained on HOG features have pervaded many visual perception tasks. This is 

motivated by similar findings within the human visual system. With these simple assumptions 

combined with large amounts of training data, it is possible to learn a classifier that performs 

well. 
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